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REPRODUCED AT GOVERNMENT F XPFNSE '

PREFACE

This report constitutes Volume IV in the series of reports entitled
lapact of Afrcraft Esmissions on Air Quslity in the Vicinity of Afrports.
Volumes III and IV in this series summarize work performed under Interagency
Agreement orrmx-ss—f-xo‘ss. between the U.S. Department of REnergy/Argonne
Natfonal Laborstory and the U.S. Department of Transportation/Federal Avistion
Aduninfstration., This project was psrtially funded by the USAF, Headquarters
Alr Force Engineering and Services Center, Tyndall AFB, Fla. 32403 through a
1981 Memorandum of Understanding between the USAF and FAA. The project
officer was Mr. Roward M. Segal, Office of Environment and Energy, FAA,

The two companion volumes are entitled:
Vol, 111 - Afir Quality and Emission Modeling Needs

Vol, IV - Nitrogen Dioxide and Hydrocarbons
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I INTRODUCTION

For several years, the effects of aircraft on air quality have been the
subject of a variety of research programs involviug both field-measurement
programs and computer model development, validatfon, and assessment work.
Historically, the principal effort has gone into studies involving pollutants
that are relatively inert and that may be easily measured in the field. Thus,
field programs focused on pollutants such as carbon monoxide (CO), oxides of
nitrogen INOx; by convention, the NO, concentration is defined as the sum of
the concentrations of nitrogen dioxide (NO,) and nitric oxide (NO)], and total
hydrocarbon (THC) and/or non-methane hydrocarbon (NMHC). For a historical
survey of afrport air-quality studies through July, 1980 and references to
earlier work, see Yamartino et al., (1980a) or Segal (1981), In addition, an
international conference on air quality and aviation was held in 1978, The
proceedings of this conference (Sundararaman, 1978) contain many interesting
papers and may be regarded as a review of the state of the art at that time.
In these studies, measurements were occasionally made of both NO, and NO,
although the measurements were often made in such a way that estimation of the
corresponding NO, concentration by difference was a rather wuncertain
procedure. Essentially no detailed information was obtained from thege
programs on the chemical composition of the hydrocarbons emitted by aircrafr.

Modeling studies also reflected the emphasis on relatively inert
pollutants. The bulk of the studies involved the development, refinement,
validation, and utilization of models such as the Airport Vicinity Afr
Pollution (AVAP) wmodel (Wang et al., 1974, 1975 and Yamartino et al., 1980a
and b). To our knowledge, only one study has focused on the chemically
reactive nature of the NO and hydrocarbon emissions (Duewer and Walton,
1978). The applicability of the AVAP model and others that, like AVAP, are
based upon Gaussian plume concepts is limited to inert pollutants, or at least
those that are sufficiently unreactive that they may be considered effectively
fnert over the relevant distances and travel times, The pollutants listed
above (CO, NO,, and THC and NMHC) fall into this category.

More recently, concern has arisen regarding the short-term effects of
NO, . The Clean Air Act amendments of 1977 required the U.S. Environmental
Protection Agency (EPA) to consider a possible short-term ambient-air quality
standard for NO,. Most of the subsequent discussion has revolved about a one-
hour standard ranging from 0.10 to 0.50 ppm (World Health Organization, 1977;
Thuillier and Vieze, 1978). Since aircraft are known sources of NO,, the
potential effects of aircraft activity on ambient NO, levels over one-hour
periods must be considered, and some of the factors involved are discussed by
Jordan and Broderick (1978) and Bauer (1978). As indicated above, previous to
this study only limited observational data existed regarding NO, effects
specifically, and what data did exist were of limited usefulness because they
were collected under conditions that were not necessarily conducive to
production of high NO, levels and not all the relevant variables were
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measured. In addition, no generally accepted mathematical model existed with

. which to accurately predict NO, effects, and, as a result, no detailed
assessment that considers a variety of conditions and levels of aircraft
ictivity could be made. Accordingly, a major component of the present program
was the development of an air-quality model suitadble for the prediction of NO,
levels in the vicinity of airports and the validation of that model using data
collected expressly for that purpose,

The effects of hydrocarbons in the atmosphere have been the subject of
considerable {nterest for many years, particularly the relationship between
hydrocarbons and the production of photochemical smog (Demerjian et al., 1974;
UUSEPA, 1978a). Other effects that may relate to hydrocarbon emissions from
aircraft include the production of objectionable odors and certain health
effects associated with specific hydrocarbons or classes of hydrocarbon, such
as the known mutagenicity of polynuclear aromatic compounds. An assessment of
aircraft contributions to any of these problems must be based on knowledge of
the specific chemical composition of aircraft hydrocarbon emissions, because
in all cases the magnitude or even the existence of an effect depends in a
sensitive way on that composition. Essentially no information on this matter
was previously available, however, and the second major component of the
present program was a preliminary determination of the detailed chemical
composition of aircraft hydrocarbon emissions.

This report describes the results obtained in both areas of research
fdentified above. Section 2 deals with the NO, field-measurement program,
Section 3 with the NO, mode! development and validation program, Section &
deals with the hydrocarbon-emission characterization program, and Section 5
summarizes what can be said at this time regarding the effects of afrcraft
emissions on photochemical smog formation. Appendices contain discussions of
specific issues related to NO,-NO~ozone chemistry, the averaging of wind speed
and direction, and instrument response effects.

.
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¢ NITROGEN DIOXIDE FIELD~MEASUREMENT PROGRAM

As part of the effort devoted to NO, wmodel development and validation,
a field-measuresent program was conducted at Chicago's O'Hare International
Airport (ORD) by Argonne National Laboratory, Energy and Environmental Systems
Division (ANL/EES). The objective of the monitoring program was to collect
sir quality, meteorological, and other data for the purposes of 1) assessing
aircraft contributions to one-hour average NO, concentrations and 2) providing
a data base suitable for the verification and validation of the model being
concurrently developed for sircraft NO, effects. The purpose of this section
is to provide an overall description of the field-measurement program, to
describe the data processing methodology, and to present the results of the
analysis.

2.1 DATA COLLECTION AND PROCESSING

2.1.1 Siting, Instrumentsation, and Measurement History

The ANL/EES Air Resources Section Air Monitoring Laboratory (AML) was
located at Chicago's O'Hare International Afirport for approximately two and a
half months in the tall of 1980, A 10-meter meterological tower was erected
neardy, and a variety of instruments was employed to collect gas-phase
pollutsnt-concentrstion data, wmeteorological data, and other relevant
parameters. The AML and tower site selection was based on the following
considerations:

1. Messurements were to be made downwind of aircraft take
offs.

2. To avoid contaminating the aircraft exhaust plume, no
significant pollution sources were to be upwind of or
between the runway and the sampling site.

3. The AML and especially the meteorological tower were to be
clear of aircraft takeoffs, landings, and taxifing.

4, Electrical power had to be available,

The site, as shown in Fig. 2.1, allowed sampling of plumes from air-
craft tsking off from runway 32R., Thet runway is generally used for takeoffs
under westerly and northwesterly winde, and the AML was sgituated in a nearly
optimal sampling location for those conditions. Other pollution sources
include sutomodile traffic on the entrance road and in the Chicago metropoli-
tan region, surrounding industries, and other airport operationa, but these
did did not significantly influence aircraft exhaust plumes. The site was
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located 265 meters perpendicular to the runway axis, 165 meters from the start
of 3I2R parallel to 1ts axis, and 312 meters directly along a heading of 100°
from the end of the runway. The latfitude and longitude of the trailer s{ite
vere estimated from a topographic map of the area to be 41°58'S50" & 0.4" N
latitude, B7°53'16" 2 0.5 W longitude.

The 10-meter meterological towe: was erected 20 meters southeast of the
AML.. The height of the tower and the distance from the AML were gufficient to
avoid undue i{nfluence on the meterological measurements. Except for the Air
Force “Alert Hanger  located 130 meters to the northeast, the surrounding
topography did not contafn any objects that would affect meterological
measurements. The hanger undoubtedly affected meterological measurements when
winds were from that direction. The area between the hanger and the sampling
site was wused primarily for parking snow-removal equipment, two small
aircraft, and a Comet (medium-gized jet). The snow-removal equipment was
occasionally turned on for maintenance but always kept stationary. The two
small planes taxied out of thefir slots on a few occasions, and the Comet was
never moved. Activity surrounding the {mmediate vicinity of the AML was not
significant enough to influence measurements of alrcraft takeoff exhaust
plumes.

The air-sampling system in the AML consists of a glass 2-inch-ID intake
mainfold through which outside air is drawn at a rate of approximately 400
liters/minute, The velocity of the air within the mainfold is approximately
3.3 m/s. FEight ports are provided for the extraction of samples; the first
port Is approximately 287 cm from the Intake, and subsequent ports are spaced
28 cm apart along the manifold. Gas-phase concentrations of NO, NOx, 04, CO,
and THC were monitored with instrumentation, described below, located within
the AML.. Other variables were monitored using instrumentation mounted on the
meterological tower or on the top of the AML. The instruments employed are
listed below.

. A Beckman Model 950A Ozone Analyzer was used to measure the
concentration of 03 in the air. The basic operating principle f{s
chemi luminescent gas-phase reaction of ozone with ethylene (C,H,). The
ethylene was supplied from an external cylinder in a blend containing 10X C2H4
reactant and 90% 002 diluent. The instrument was operated in a fast-response
mode, corresponding to 30 seconds to 90X response.

2. A Thermo Electron Corp. (TECO) Model 14 Chemiluminescent Analyzer
was used to measure levels of NO and NO,. The chemiluminescent reaction of NO
and 03 provides the basis of detection., However, since this instrument is
equipped with only one detection system, 1t cannot measure NO and NO,
simultaneously. The instrument, when 1in "“auto” mode, cycles from one
substance to the other every 40 to 45 seconds. A "manual” mode may be used to
continuously monitor either NO or NOy. As a Monitor Labs Analyzer (described
under item 3) capable of measuring NO and NO, simultaneously was also in




operation, the TECO {instrument was kept in NO, "manual” mode in order to
obtain continuous measurements of NO, during most of the monitoring program.

3. A Monitor Labs (ML) Model 8440 E Chemiluminescent Analyzer was used
to simultaneously measure concentrations of NO and NO,. The chemfluminescent
reaction of NO and 04 provides the basis of operation. The instrument is
equipped with a dual detection system, allowing simultaneous measurements of
NO and NO, and providing a continuous measure of NO, by difference. A 5-
second instrumental time constant was used in order to be able to follow rapid
NO and NO, fluctuations.

A NBS-traceable NO Calibration Standard using hydrocarbon-free dry air
as a diluent was used to calibrate the instrument. The primary calibration
gas was further diluted using a Bendix Model 8851 Dynamic Calibration System
(DCS), which also contained a permeation oven with a NO, permeation tube. A
malfunction in the temperature control of the oven resulted in contamination
of the teflon valves and tubing within the DCS with NO,. This problem did not
affect the calibration of the Monitor Labs instrument for NO, and the ML NO
measurements are considered accurate, Calibration of the instrument for No,
measurement had to be carried out by cross-calibration with the TECO No,
fnstrumert. This procedure is described in Sec. 2.2.2.

4. A Beckman Model 865 Nondigpersive Infrared Analyzer was used to
determine levels of CO {n the sampled air. To determine the concentration of
CO in the sample, the instrument compares infrared radiation absorbed in the
sample cell containing a continuously flowing sample and in a reference cell
containing a portion of the same gas with CO removed by a scrubber.

5. A modified Beckman Model 400 hydrocarbon analyzer was used to
measure levels of total and nonreactive hydrocarbons (THC and NRHC). The
analyzer utilizes a flame tionization detector, which functions approximately
as a carbon-atom counter, The {ngtrument was calibrated to read in ppm
met hane, The sensor uses a burner in which a regulated flow of sample gas
passes through a flame sustained by regulated flows of hydrogen and air. The
input to the analyzer was modified by addition of commercially available
components to cyclically monftor total and nonreactive hydrocarbons. The
instrument, however, was operated in the THC mode during most of the sampling
program because the switching valve gave rise to power fluctuations that
caused malfunctions i{n the operation of the data logger (see i{tem 12).

6. A Columbia Research Laboratories Inc., Model SPL-103 Sound Level
Meter was used o measure sound level of aircraft takeoffs. A range of 90 dB
was selected so that a nearly full-scale value was obtained when an aircraft
took off on runway 32R, The sound level was measured as an indicator of
afircraft takeoffs,

7. An FEppley Model 50 Pyranometer was mounted on top of the AML to
measure the intensity of solar radiation, The {instrument was leveled
horizontally and placed in a location that was free from shadows. This type
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of pyranometer 1is sensitive to light of wavelengths ranging from the near-UV
region to the near-IR region, and differs in that respect from the UV
pyranometer used by others (Harvey et al. 1977, and Zafonte et al., 1977).
Whereas the UV pyranometer is generally regarded as being more suitable for
measurements that are to be related to atmospheric photochemistry, the
broadband pyranometer that was used in this study proved to be adequate, as
discussed in more detail in Sec. 2.2.1.

8. A Climet Model O011-3 wind-speed transmitter was mounted on the
tower 10 meters above ground to measure wind speed.

9. A Climet Model 012~11 bivane transmitter was mounted on the tower
10 meters above ground level to wmonitor both horizontal and vertical
components of wind direction.

10. A Climet Model O015-1 temperature probe mounted 10 meters above
ground on the tower provided measurements of ambient temperature.

1t. Two Climet Model O015-3 temperature probes were used to measure
directly the difference between the temperature 10 meters and 1.5 meters above
ground.

12. Data generated on site were recorded by a data logger consisting
of a 15-channel digitizer constructed at ANL and a Cipher Data Products Model
85M-9 tape drive. Data were recorded on a 9-track 800 bpi magnetic tape at a
rate of approximately one complete set of 15 measurements per second. The
exact rate at which data were collected varfed very slightly over a period of
days about an average rate of one data sample every 0,99994429 s, as
determined by time checks using WWV broadcasts. One data sample consists of a
(digitized) wmeasurement from each of the 15 channels in the data logger,
collected over a period of about 35 ms. Each digitized measurement consisted
of an 1{integer ranging {n value from zero to a full-scale value of
approximately 255, depending on the instrument,

A measurement history of these parameters is presented in Fig. 2.2.
The horizontal 1lines span periods of time during which the respective
instruments were operating. Conversion of Julian date to calendar date may be
accomplished using the charts 1in Pig. 2.3. The X's marked for gaseous
pollutants denote calibration points for each instrument. In the case of the
data logger, the X's show those times when a data tape was replaced. The two
periods when no instruments are shown operating correspond to electrical power
failures.

Table 2,1 shows the data logger channel number, operating range over a
particular time period, full-scale voltage, and variables that are used fin
calculating the true physical (nondigitized) value for each measured quantity.
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Table 2.1 [Instrument Ranges and Data Conversion Parsmeters
Channel Pull-Scale
Parameter Nusber Range Tiwe Period® Voltage x, X, Xy 2z
Ozone 2 250 ppd 240:14600-298:1100 5.0 255 250 0 ppd
100 ppd 298:1100-304:1210 5.0V 255 100 [} ppb
TECD NO/NO, 3 and & 500 ppd 269:1345-273:115%0 10,0V 255 500 0 ppd
1000 ppd 273:1310-275:13%0 10.0 Vv 255 1000 ] ppd
S000 ppbd 275:1330-304:134% 10.0 v 255 5000 0 ppd
1000 ppd 304:1345-322:1240 10.0 v 25% 1000 0 ppd
WL WO/%0, 15 snd 14 500 ppd 247:1230-275:14581 10,0 Vv 25% 500 0 ppd
2000 ppb 275:1615-304:1247 10,0 Vv 25% 2000 0 ppd
co b} 33.33 ppm 227:1425-322:1225 .0V %% 33,3 0 ppm
THC/WEIC 6 and 7 10 ppm 232:1345-240:112% 1.0V 255 10 0 ppe
20 ppm 240:1227-273:1216 1.0V 255 20 0 ppm
200 ppm 273:1216-275:0920 1.0V 255 200 0 ppm
50 ppm 275:0945-301:1343 1.0V 255 50 [} ppm
Sound Level 13 =10 to ¢ 90 48 227:1245-322:1220 16.0 v 258 100 ~10 a3
Soler Intenstty 8 0~989 'I(!l/lz 227:1245-322:1220 1.0V 235 989 /] outn/-2
Wind Speed 9 0~49 w/s 227:1245-322:1220 0.973 v 248 49 0 als
Vertical ¥Wind
Direction 1 -60° to * 60° 227:1245-322:1220 0.973 v 248 120 ~60 DEG
Rorizontal Wind
Divection 10 0° to 360° 227:124%-322:1220 0.968 V b b b b
Tesparature 12 ~30°C to +30°C  227:1245-322:1220 1.0V 2%8 80 -3 ‘c
Delts
Touparoture 7 -6°C to +12°C 227:124%-322:1220 0.973 v 248 18 -6 °c

%julien Dete:

Central Deylight Time.

Syee Tquations 2.2 and 2.3 to compute horizontsl wind direction,

LT 1N LTS ¥
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The value of a measured parameter in physical units was computed from the raw
digitized measurement using Eq. 2.1.

J
Value in Z units = (il)xz + Xl (2.1)

where:

J « an adjusted raw data value,

Z « physical units of given quantity,
X; = digitized full~-scale value,

X, = physical full-scale value, and
Xq = baseline adjustment.

Values of Z, X, X,, and X3 for each instrument are given in Table 2.1. The
adjusted raw data value J corresponding to a particular measurement was
obtained from the actual raw data value 1, which taskes on integer values
between zero and 255 inclusive, as follows. Values I = 0 or 255 were
discarded as being ambiguous, since a value of zero results from any
monitoring {instrument output less than that which gives rise to a digitized
value 1 = 1, and a value of 255 results from any output in excess of full
scale. In other words, values 1 = 0 or 255 represent only upper and lower
bounds, respectively, to the “true” value, An exception was made in the case
of ozone, for which a value I = 0 was allowed on the argument that since the
investigation dealt with NO, sources, the ozone level in a plume may indeed be
expected to be small in most instances. Also, since the digitizer in effect
truncates to- the nearest integer rather than rounding off, the same digitized
value 1 will be produced from any input voltage in the range from the
threshold for value I to the threshold for value 1 + 1, and when converted to
physical units represents a lower bound to the true value. For example, when
the instrument was operated in the 0-2 ppm range, the digitization resolution
of the Monitor Labs NO/NO, data is 2000/255 = 7.8 ppb. The direct use of the
value 1 itself therefore results in a systematic underestimate of the measured
value of the physical quantity being considered. 1In the NO/NOx example, each
measurement would be underestimated by an amount ranging from zero to 7.8
ppb. The loss of resolution due to the digitization process will be referred
to as the digitization error. An approximate correction for this effect was
made by adding 0.5 to the raw value I, on the assumption that the input
voltages that give rise to the value 1 are approximately uniformly distributed
over the corresponding range and using J = I + 0.5 gives the corresponding
statistically expected value and reduces the digitization error by up to
half., This procedure was used in processing all digitized datsa. In addition,
for TECO-NO,, ML-NO, ML-NO,, and 05 measurements, a further correction i{s made
for fnstrument-response-time effects and for relative time lags between the
responses of these four instruments to changes in airstream concentrations.
These corrections were found to be necessary in order to obtain maximum
resolution and to 1insure that, in the later analysis, concentrations being
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compared or used together corresponded as closely as possible to simultaneous
measurements on the same air parcel. The experiments and procedures by which
these corrections were nmade are described in Sec. 2.1.2.

Equation 2.1 allows calculation of all parameters except horizontal
wind direction (HWD). HWD may be calculated using Eqs. 2.2 and 2.3:

X = (2.0833 - 3%7) - 1.0 (2.2)
ANGLE = 248.15 + X(260.64 + X(7.2956 - 4.9252X)) (2.3)

where 1 = raw data value of HWD,

If ANGLE > 360.0, subtract 360.0.

Computations of gaseous-pollutant concentrations using Eq. 2.1 provide
estimates uncorrected for the calibration of each instrument. All gas-phase-
concentration monitoring instruments were calibrated every 3-4 days using the
following general procedure:

A. Replace in-line filters and adjust appropriate flows.
B. Set recorder zero. :
C. Set instrument zero. é
! b
D. Set instrumeut span, %
3
E. Record start time of s data recording period and place 3
instrument into sample position,.
F. Record stop time of the data recording period.
G. Record final recorder zero.
1
; H. Record final instrument zero.
1. Record final instrument span,

In addition, primary multipoint calibrations were carried out for the TECO NO,
and 03 instruments prior to or early in the measurement program. The results
showed both instruments to be performing properly, with a linear response over
the ranges of {nterest. The NO,-NO converter in the TECO NO, instrument was
found to be 981 efficient,

B SR,
B e P
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As a further check on the performance of the instrumentation, a Quality
Assurance Performance Audit was performed by a local consulting firm on Sept.
23, 1980, on the Beckman 0y and the Monitor Labs NO/NO, instruments. The
findings of this audit indicated that the 0 and the ML NO instruments were
performing satisfactorily, but the ML NO, measurements were in error due to
the calibration difficulties mentioned earlier. There was no evidence that
the instrument {tself was malfunctioning, and the measurements are considered
to be of satisfactory accuracy after calibration by cross-comparison with the
TECO NO, measurements.

The bivane used for wind-direction measurements was calfbrated, and the
vertical component measurement was found to be linear between the i{nstrument
limits of £+ 60°. The horfzontal-component measurements were not quite linear,
and the calibration data were fit with a third-degree polynominal in order to
insure accurate measurements (see Eq. 2.3). No calibration was required for
measurements of wind speed, ambient temperature, solar {intensity, or sound
intensity.

2.1.2 System Characterization

The major objective of the field-measurement program was to acquire
data that could be used to validate the NOj, model being developed. The
approach taken in the wodel {8 to describe individual takeoff plumes and base
one-hour average predictions on the individual takeoff events for that hour,
The data, therefore, were collected at a rapid enough rate, about one complete
set of neasurements per second, that individual plume profiles would be well
determined. The entire time required for the passage of a plume 1is on the
order of 30 seconds and up, depending on the distance of the monitoring site
from the afrcraft. The instrumentation used to measure such profiles must
efither have a rapid enough response time to accurately follow a typical
concentration variation of zero to half a part per million and back again over
30 seconds, or the data must be corrected for the finite instrument response
time for an accurate determinatton of plume shape and size, A general
discussion of the effects of instrument response and of waye of correcting for
those effects is given in Appendix 3.

Manufacturer's specifications in the various instrument manuals give
some indication as to the various response times. However, such specifica-
tions usually refer to the electronic response only, and it was felt desirable
to have independent measurements of the response of the instruments within the
total sampling system of the Afir Monitoring Laboratory. Accordingly, a set of
experiments was conducted on Oct. 13, 1980, to characterize the response of
the NO, NO,, and 03 {nstruments.

The experimental setup was as shown in Fig. 2.4. A quantity of NO was
introduced into the intake of the sampling manifold on an intersittent basis
80 as to simulate a series of approxisately rectangular pulses. Both NO and
WO, w®weasurements were affected directly; the 03 measurements are also
affected, since asmblent O3 reacts with part of the NO injected, as discussed
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in Sec. 3.1.3. The responses of the TECO NO,, ML NO/NO,, and 05 instruments
were recorded at a rate of 10 sets of measurements per second on magnetic tape
using the data logger; the ML NO/NOx and 03 ingtrument responses were also
followed using strip-chart recorders. A total of seven experiments were
carried o t, of which four gave useful data. 1In the other three experiments,
fluctuations in the wind velocity caused unacceptably large fluctuations in
the amount of NO being drawn into the intake. The problem was solved by
pushing the NO source further into the intake so that the amount drawn in
would be less sgusceptible to wind vartations, The strip charts from
experiment no, 7 are reproduced in Fig. 2.5.

The data were analyzed to obtain response times by numerical least-
squares fitting of a theoretical response curve to the individual instrument
responses as recorded on magnetic tape. Each {nstrument was assumed to
respond in an exponential manner to its respective {input signal. The {input
signal was assumed to be a diffuse step input, i.,e., a step that has diffused
somewhat so that the front is not infinitely sharp. Under these assumptions,
a theoretical instrument-response curve y(t) can be evaluated (see Appendix 3)
for a diffuse step {ncrease:

Yo |
y(t) = v, + 5= (1 + erf(¢) ~ erfc(a - ¢) explal - 2a0)] (2.4)

and a diffuse step decrease:

y

y(t) =y, + —%: [1 - erf(z) + erfe(a - ¢) exp(a2 -~ 2ag)} (2.5)

in which y  is a baseline value, y, and y_, are asymptotic values, and a and

{ are defined by:

a= (2.6)
/2 1
t—to

C--—-———-— (207)
/2 o

In these equations, o denotes the parameter that characterizes the diffuseness
of the step, t denotes the instrument response time, and t, denotes the
arrival time of the front or step. The functions erf and erfc denote the
standard error function and the complementary error function:

x 2
erf(x) = —3[ e-t dt
/xJo

erfc(x) = 1 -~ erf(x)

G —————————— . . = |
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The five parameters y,, Yia, 0, T, and t, were all considered unknown and
determined simultaneously for each instrument in each experiment, The step—
fncrease  and  step-decrease phases of each experiment were considered
fndepondently, The residuals from each fit were oxamined visually; no
svstemat{c trends were observed, and {t was concluded that FEqs. 2.4 and 2,5
adegquately cepi-sent the observed behavior,

Selected results trom these experiments are given in Table 2.2. The
vialurs of response time and arrival time represent averages over the varfious
experiments; values for the bhaseline and asvmptotic concentrationg as well as
the dittuseness parameter o are not given, since they reflect the manner {n
which the experiments were carried out rather than any significant property of
the wampling system or i{nstrumentation. It {s finteresting to notice that in

mowt  cases the measured response time was noticeably longer than the
marutacturer's specification, the single exception being the ozone instrument
ter step-decrease experiments. It is also {Interesting to notice that the
res<: pwe times for step~iuncrease cases are all higher than thoge for step-
de rease cases.  In each instrument, the sample stream is mixed with another
Zas mixture containing a substance that reacts chemically with the species to
he detected, the reaction being such that light {s emitted and detected. It

{s t'ought that the difference in response times between increase and decrease
cases may  reflect details of the gas mixing and detection processes.
Ditterences in arrival times reflect primarily differences in sample flow
rates ani <ampling tube lengths., Differences due to the finite air velocity
fn the manifold are estimated to be much less than one second.

The data analvsis required that measurements of NOx, NO, and 03 be as
nearlv vimultaneous as possible, and the significant differences in arrival
times obscrved in the response experiments just discussed {indicate that
correcticn tor these effects is required in the subsequent analysis. In order
to examine the possibility that the relative time lags between the NOx, NO,
and 04 fostruments varied over the duration of the measurement program, an
alternative procedure was adopted for their determination and was utilized to
determine time lags for several different periods of time scattered throughout
the measurement history. The alternative procedure involved the computation
of the aquare of the cotrelation coefficlent (Rz) between the TECO NO,
measurements and the other three measurements (ML NO_, ML NO, and 0,) for s
varfety of different time lags. The results were plotted as a function of
time lag and the optimal time lag was taken to be that which maximized the
value of R°. The time lags determined in this way were found to be constant
over the entire measurement program and are given in Table 2.3 along with
typical RZ values, Values are sowevhat different from those given in Table
2.2, which were determined 1in an entirely different manner, but not
dramatically so. The ML NO/NOl lags are somwewhat larger than found earlier,
but the ML NO-ML NO, time lag of 0.7 second reproduces the earlier value, and
the ozone time lag 1s within the previous experimental error. The values
given in Table 2.3 were used in the basic data processing.

———— A ..
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Table 2.2 Selected Instrument-Response-Parameter Values?

Monitor Labs

TECO
Parameter NOx NO NOx Ozoune
Response Up 6.87 ¢ 0.16 6.82 ¢+ 0.16 3.53 ¢ 0.27 14.03 ¢ 2.67
Time 1 Down 6.0 % 0,13 5.99 & 0.12 2.79 ¢ 0.17 9.36 & 0.46
(s) Total 6.67 &£ 0,24 6.41 £ 0.44 31.16 £ 0.43 11.70 & 3.02
Specs. 5.0 5.0 2.2 13.0
Arrival Up 4,92 ¢ 0,08 4.20 £ 0,08 - 3.26 ¢ 1.06
Time t © Down 4.89 ¢ 0,07  4.13 % 0.06 - 2.27 t 0.48
(s) Total 4.91 ¢ 0.08 4,17 £ 0.08 - 2.77 £ 0.96

%values given are averages over four experiments involving a step increase
(the “Up” values), over four experiments involving a step decrease (the
"Down” values), and over all eight experiments, combining both step
increase and decrease results (the "Total” values). Indicated uncertain-~
ties represent one standard deviation,

YManufacturer specified value. TECO NO, value for manual mode.

Swith respect to the TECO NOx arrival time; the values cited are in fact
values of the difference t, - t  (TECO NO,).
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Table 2.3 Relative Instrument Time Lags? as
Determined by Time-Sequence

Analysis
Optional Time Lag
Monitoring Instrument (seconds) r2
TECC NOx - -
Monitor Labs NO, 6.0 0.9
Monitor Labs NO 5.3 0.9
Beckman 04 3.25 0.45

8values glven with respect to the TECO NO,
ingtrument.
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The correction of the measured data for {nstrument response was made
using Eq. 2.8 (see Appendix 3 for the derivation) using the response times
given {n Table 2.2. Fquation 2.8 {involves the assumption of exponential
response, an assumption which {8 adequate in view of the lack of any
systematic trends in the residuals of the numerical fits to the response
experiment data.

X, = (T:)[yk - Yoyexp(-6t/ D)) (2.8)

In this equation, Xy denotes the corrected response at time {nstant k, Y and
Yi-1 denote the {nstrument response at times k and k-1, respectively, &t
represents the sampling interval (nominally one second), and 1 represents the
tnstrument response time.

As indicated earlier, a malfunction in the Dynamic Calibration System
(DCS) made the calibration of the Monitor Labs NO, measurements highly
uncertain, The calibration of the TECO instrument was not affected, since {t
contains only one detection chamber and was always calibrated in the NO mode,
the NO,-NO conversfon having been checked and found to be satisfactory, as
discussed in Sec. 2.1.1. Similarly, the calibration of the Monitor Labs NO
channel was not affected. In order to make use of the ML NO, data, the ML NOx
channel was cross-calibrated against the TECO NO_  da.a taken simultaneously.
Since the TECO data could be calibrated, this procedure allowed the Monitor
lLabs data to also be calibrated, although this procedure does not vyield
results that are as accurate as would have been obtained with a properly
functioning DCS., It is fair to say, however, that the redundancy built into
the monitoring program by having two NO, fnstruments allowed a potentially
serious and program-threatening problem to be reduced to an annoyance,

The procedure used for the cross-calibration was essentially the same
time-sequence analysigs method used to determine the relative instrument time
lags, except that the slope and intercept as well as the R value was of
interest, A new cross-calibration had to be run each time either instrument
was calibrated. Table 2.4 contains the results of the cross-calibration for
each calibration period. A total of 13 joint calibration periods (JCPs) were
{dentified; these are periods during which the calibration of both instruments
and the {instrument settings (mode, range, etc.) remain unchanged. The
regressfon period 1is that period of time within the JCP selected for
regression analysis. All times are Central Daylight Times., The regression
results, number of points used, instrument ranges and calibration periods are
presented. The regression analysis was carried out using raw data from both
instruments, so that the cross-calibration slope and intercept could be used
to convert a ML NO, raw datum to an effective TECO NO, datum.

The analysis had to be carried out differently for JCPs 1-4 than for
the rest because during those times, the TECO {nstrument was operated in
“automatic” mode. In this mode, the instrument automatically cycles between

N TR APC T PR
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Table 2.4 Monitor Labs WO, -- TECO NO, Cross-Calibration Results
Joint Calibration Period Regression Period Range ( Calibr. Perfod
No.
Start Stop Start Stop Points Slope Intercept lz ML TECO ML TECO
1* 249:1345  252:1140  250:1200  251:1200 144 0,983 -2.199 0.992 0.% 0.% 1 )
2® 2%2:1400 266:114% 252:1400 253:1400 144 1.088 $.044 0.974 0.5 0.5 2 i
257:2400  258:2400 136 1.03% -2.380 0.935
264 :2400 265:2400 144 0.911 10,073 0.958
424 1,101 &,24% 0.956
3% 7266:13%  270:1138  268:0000  269:1000 203 1.190 -2.25% 0.997 0.5 0,5 3 2
4«*  270:1138  273:0815 270:1200 271:2400 216  0.630 -~3.03? 0.997 0.5 1.0 3 2
) 273:0840  273:1150  273:0840  273:1150 11,390  0.3%15 0.543 0.912 0.5 1.0 3 2
[} 273:1400 2795:1327 273:1400 274:0720 61,190 0.519% ~0.343 0.976 0.5 1.0 4 ]
7,8 275:1327 275:1445% NOT USED 0.5 5.0 4 3
9 275:1615  277:1235  276:0600 276:2200 18,287 0.202 0,299 0.697 2.0 5.0 5 3
10 277:1% 3  289:0842  284:1000  284:1600 5,233 0,286 -1,308 0.919 2.0 5.0 5 4
11 289:131%  284:1221 291:2000  291:2200 2,693  0.386 -0.393 0.938 2.0 5.0 6 5
293:1100 293:1300
12 294:1413  29B:0845  294:1800  294:2000 1,726 0.409 -0.017 0.934 2.0 5.0 7 6
295:1400  295:174%
1) 298:1216 304:1247 298:1700  298:1900 5,786 0.372 -0.05%6 0.942 2.0 5.0 8 7
303:1400  303:1600
1Eco NO_ /N0 instrument operated in sutomatic mode.
- - ‘
. e
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NO and NO, approximately every 45 seconds, The cycle time is not constant,
however, and may range up to 60 seconds. During the time when NO 1is being
measured, the RO, output-channel! voltage is held fixed at the last value 1t
had prior to the switch to NO, and vice-versa, It proved to be impossible to
reliably {dentify the NO, periods from the raw data, and the regression
against ML NO, data was therefore carried out with values that represented raw
digital data averaged over a 10-minute period. Other averaging times were
examined, but 10 minutes proved to be optimal in that {t was long enough to
average out the NO/NOx cycling of the TECO {instrument but short enough to
preserve enough varfation in the data to allow the analysis to be made with
reasonable accuracy. No correction for relative lag times was made in these
runs.,

In JCPs 5-13, the TECO instrument was operated {n the manual mode and
provided cont{nuous measurements of NO . Cross-calibration analyses involved
the comparisoa of each pair of raw data values, and the relative time lag was
determined simultaneously by running comparisons using different lag times and
selecting the results that correspond to the maximum R® value. 1In all cases,
the slope of the regression was maximized at the same time lag that maximized
the R value.

Figures 2.6 through 2.9 exemplify the wealth of data that were
collected in the field-measurement program and the effects of the various
processing steps. Figure 2.6 shows pseudo-stripcharts generated from the raw
digitized data for Oct. 29, 1980 (Julian day 303); the raw data have been
averaged over two-minute periods for purposesa of display but not corrected nor
changed to physical units, From top to bottom, the four plots shown represent
ML-NO, ML-NO_, ozone, and TECO-NO, measurements, respectively. Displays of
this tvpe as well as sgimilar presentations for the CO, total hydrocarbon,
solar {intensity, wind direction, temperature, and sound intensity data, were
generated for each day of the program and proved to be invaluable (n
identifying periods during which peaks due to aircraft activity could be found
as well as {n obtaining a feeling for the overall performance of the system
and in {dentifying pertods during which efther malfunctions or some other
interesting external phenomenon occurred.

Figure 2.7 shows the period from 1400 to 1600 hours CDT on day 303 in
more detail, and represents a plot of three-second rather than two-minute
averages of the raw data., Several aircraft peaks may clearly be seen in all
of the NO or NO, plots, and the depletion of the ozone level within each
aircraft plume is clearly demonstrated., Figure 2.8 displays the raw data for
the period 303:1454:35 to 303:1455:55 {(a total elapsed time of 80 seconds),
during which the passage of a single aircraft plume was observed. The ozone
depletion {8 clearly seen, and the effect of the relative instrument time lags
can also be clearly seen by comparing the corresponding positions of various
points in the different curves, For example, the TECO NO, peak occurs
significantly earlier than either ML peak or the ozone minimum. In addition,
the TECO NO, peak seems to contain significantly more structure than the ML NO
or NO, peaks, which in turn have more structure than the ozone curve. This is
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due to differences in {instrument response, the TECO instrument having the
shortest response time and the ozone {nstrument having the longest, as was
shown in Table 2.2. Finally, Fig. 2.9 shows the same period of time as Fig.
2.8 but displays the processed data after conversion to physical units. The
structures {n the varftous curves are now seen to correspond closely,
fllustrating the effect of the time-lag and instrument-response corrections,
During all data processing, the ML-NO, data were used to define the basic time
points, and the data from the other {instruments were shifted accordingly.
Thus, {n Fig, 2.9 the main TECO peak occurs at 1455:13 rather than at the
uncorrected time of 1455:07 as displayed in the raw data in Fig. 2.8,

2.2 DATA ANALYSIS AND RESULTS

J.0.1 Ambfent Photostationary State and Pyranometer Calibration

One of the basic assumptions made in the development of the NO, model
s that the ambfent NO, N02, and 04 concentrations satisfy the photostationary
state relatfon (Leighton, 1961):

anllO}l - EA (2.9)
(Nozi kB
where (| denotes the concentration {(number density) of the bracketed chemical

species, k, is the rate coefficient for NO, photodissociation and kg is the
rate coetficient for the reactions between NO and 03 to produce NOZ' A more
detatled discussion of the chemistry, including a derivation of Eq. 2.9, may
he tound in Sec. 3.1.3. The first task in analyzing the ffeld data was to
determine the extent to which the measured ambient concentrations satisfied
Fq. 2,9,

The avafilable data are not sufficient to allow a rigorous test of the
validity of Eq. 2.9; in particular, direct continuous measurements of Kas
which depends upon the ambient near-UV light intensity, were not made. This
tvpe of measurement is by no means routine, although in recent years several
research groups have reported on the design, construction, and use of devices
for the direct determination of k, (Burch et al,, 1974; Jackson et al., 1975;
Stedman et al., 1975; Harvey et al., 1977; Zzafonte et al., 1977; Bahe et al.,
1980)., In most of these studies, direct measurements of k, were correlated
with simultaneous UV radiation measurements made with pyranometers sensitive
only to near~UV wavelengths, The results {ndicate that UV-pyranometer data
are a useful surrogate for direct kA measurements and that the development of
empirical relationshipa that enable kA to be estimated from a pyranometer
measurement of light intensity is entirely feasible. 1In order to test the
consistency of the measurements with Eq. 2.9, the tentative assumption was
made that Eq., 2.9 is valid and an empirical relationship was developed between
the pyranometer data and the apparent values of kpe
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If one assumes that Fq. 2.9 1s valild, measurements of the ambient
concentrations of NO, NO,, and 04 may be combined with the known value of kB
to provide an estimate of the value of k,, which will be termed the apparent
NO, photolysis rate. Denoting this estimate by EA to distinguish it from the
value k, that a direct measurement would yield, one finds that tA is given by:

(xo} (0,]

K, = kg ————
B IN()2)

A (2.10)
This quantity may be evaluated on a continuous basis from data collected
during the field program, although individual values obtained in this way are
subject to significant random errors arising from a combination of the
digitization error associated with each concentration measurement and the fact
that in order to have measurable quantities of all three substances present at
the same time, all three concentrations must be rather small.

The method whereby the consistency of the ambient data with Eq. 2.9 was
checked was to examine the relationship between EA and the corresponding
pyvranometer data. Five time periods, one on each of five separate days, were
fdentified for analysis. The periods chosen were such that (1) no afrcraft
plumes were included and (2) a wide range of ambient lighting conditions were
covered. Table 2.5 lists the periods chosen along with a brief description of
the lighting conditions. These five periods were subdivided {nto 30-second
{ntervals, and median values of ﬁA and the solar radiatfion intensity as
measured by the pyranometer within each interval were determined. A total of
3120 out of the possible 3240 intervals ylelded a valid median for EA'

Figure 2.10 shows the results in the form of a plot, with the vertical
axis specifying the FA value and the horizontal axis the pyranometer
reading. A high degree of correlation between EA and solar intensity is
obvious. The apparent photolysis rate approaches zero with the solar
intensity, and increases monotonically as the solar intensity increases. The
relationship between the two is clearly nonlinear; this feature i{s in accord
with other, similar results obtained using UV pyranometers and is due mainly
to the cosine response curve of the Eppley instrument (Harvey et al., 1977;
Zafonte et al., 1977). It should be noted, however, that in the only other
published study known to us to use a device sensitive to a broad range of
wavelengths, a linear relationship was found over the entire range of solar
intensities and photolysis rates examined (Bahe et al., 1980). These investi-
gators comment that a nonlinear relationship had beer expected and attribute
the linearity of their results to the fact that data from all seasons of the
year and a great variety of weather conditfons were included. 1In addition, an
early version of the direct-measurement device designed by Stedman and
coworkers also produced a linear relationship when correlated against an -
Fppley UV pyranometer (Jackson et al., 1975). Harvey et al., (1977) comment <
that curvature in the type of plot under consideration is expected when the
sky is clear, but that one effect of clouds {s to diffuse the available
sunlight more evenly over the sky and thereby reduce the significance of the

.
'
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Table 2.5 Ambient-Photostationary-State Analyseis Periods

Solar Zenith
Angle (degrees)

Period Date:Times(CDT) Min Max Sky Conditfons
1 296:1400-1800 41.4 78.6 intermittent clouds
2 259:1100-1700 39.2 68.6 cloudy
3 262:1100-1700 40 .4 69.6 clear
4 263:1100-1900 40.8 92.0% clear to 1500, fintermittent

clouds after 1500

) 264:1100-1300 41,2 55.3 intermittent clouds

Iafrer sunset, during civil twilight.
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rig. 2.10 Effective NO; Photolysis-Rate Coefficient Versus
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directional natare ot the instrument response, Although an effort was made to
include a varfety ot condit{ons in our studv, the one day that was largely
overcast (Mulian dav 259, Sept, 15) did not give rise to solar intensft{es in
the apper part o!f the range but rather contributed mainly to the lower part of
the curve in Fig, .10 The observed curvature {s therefore considered to be

{n apgreement with the results of other researchers.,

The numerical values of iA in Fig. 2.10 tend to be somewhat lower than
direct measurements ot k, at simtlar solar zenith angles, although not
dramattcally so. This difference mav be due to any of several factors,
{ncluding higher aerosol concentratfons at the monftoring site than at other
sites at which measurements have becen made or possibly an otherwise undetected
systematic hias in the concentration measurements, It seems unlikely that an
actual deviation from the photostaticnary state would contribute to this
vitect, since such deviatifons are expected to bhe In the opposite direction
(Bilper, 1978 Kewlev, 19R0), In view of the uncertainties and experimental
difticulties involved, however, the general agreement of the results shown in
Fiv. .10 with expectations and with the results of other researchers is
considered satistactorv.  We also conclude that our data are consistent with
the assumption that Fq. 1.9 is valid, Finally, this analysts also provides a
valuable indfcation that the measurement svstem and data-reduction procedures
are pertorming in a satistactorv manner,

An empirical relatfonship between FA and the pvranometer readings was
developed in order that estimates ot the N()2 photolysis rate could be made, in
subsequent analvses, from the solar radiatfon data. The solid line shown in
Fiw, 2.0 is the result of that fit, which was produced using a standard
nonlinear least-squares regres<ion algorithm assuming that a quadratic fit is
adequaate,  The enuation developed (n this wav Is:

3

W= 1,005 1 1077« 1L0HRA « 1070 P - 9.R6136 x 1077 p? (2.11)

A

! and P denotes the total solar-radiatfon intensity

where iA fs given in min~
¥
fn watts/m° as measured by the pyvranometer. In all sobsequent work, iA as

computed trom Eq. 2,1! was used as an estimate of kA.

2.2.2 Alrcratt-Plume Photostationary-State Verification

A other basic assumpt{on made tn the NO,-model development work is that
the photostationarv-state relation in Eq. 2.9 {s valid at all points and at
all times within an alrcratt exhaust plume, Following the amblent-data
analvsis and the development of Eq. 2,11 as discussed in the previous section,
the validity of Fq., 2.9 within aircraft plumes was examined.

Two approaches were adopted for this analysis. In the first approach,
the deviations of measured values of ¢, defined as (see Sec. 3.1.3 for a
discussfon and dettnition ot K):

PN i
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trom the value of wunity that would obtain it the photoctationary state
relation  were  valid  were  computed, and  their  ovariation as the  No
concentration  increases  was  examined, l.ow .\’Ux concentrations Greneral i
correspond to ambient air and higher N()‘( concentrations to points within
plumes, with the highest concentrations ("nrrn_-;pnndin;' to plume peak Tevels,
Anv  svstematic tendency for ¢ to be higher or lower than unity, and i=n
particultar any svstematic trend with increasing N()x levels, would indicate g
possible deviation within afrcratt plumes from a photostationary state, e
the other hand, it no significant varfations tvrom unity are abscerved, thea it
mav be concluded that the data are consistent with the photostationarv-stat.
assumption, In order to carrv out this approach, ceven periods obf hegoy
afreratt activity were identitied, one on each ot seven ditterent davs, In
cach ot these periods, the passaye ot aircratt plomes was the dominant sourc.
ot variability of the NO concentration, The periods were arbitrarily divided
1nto two  groups, 4as shown in Table 2.h, Values ot the gquantity b o were
computed tor all points in these periods tor which the NOL concentration was
vredater than or equal ta 1,07 ppb, which value (‘url«-spnmiuA to a ditference o
one unit din the raw integer data ftor NO and N0, Without this test, points
tor which the digitized NoO and N(‘x cnm*vmr:ni'uns‘ are cqual and which yive
Tise ta NO, values that are totally without signitfcance cause an appreciable

distortiaon o! the results,

In order to examine the etfect of fncreasing .\'r’)x fevels, the valaes of
v were  aggregated into bins corresponding to S0-ppb-wide Nﬂx~unm"vntrntiun
intervals, Thus, inrterval Noo 1 corresponds to NO_ concentrations in the
range =50 pph, interval No., 7 to the range SO-100 ppbooand  so o oon, The
distributions of the values ot 2 within these intervals were hivhly skewed,
primarily because ot errors in estimating the NO, concentration, and the
median value rather than the arithmetic mean was us‘vd as an indicator ot the
average value of ¥ in each fnterval in the subsequent analvsis.  The median is
A much more robust measure of the “center” ot a distribution and is much less
sensitive to measurement errors that give rise to outliers, The averaye of
the median values of %, denoted by by, 0%, was computed for cach ot the two
¥roups, the contribution from each interval being wetghted by the number ot
values in the interval.  The valoe of <y a0 obtained in this wav depended
primarfly on the values for the lower intervals (low NO . concentrations)
because of the rtelatively large number ot points in those Intervals, The
vialues  of (OHEI)IAN) for the two groups of data are given in Table 2.6,
Finally, the ditference QHEDIAN - <°HHD!AN> was plotted against interval
number Lor NO concentration), with the resalts shown In Fig., 2,11,

Several teatures ot the results shown in Fig. 2.11 are of interest,
First, tor small NO concentrations the points cluster near zero, as expected
since the ambient atmosphere {s on average in a photostationary state, at
least for the conditions examined in this study., The Group | points seem to
behave better fn this regard than the Group 2 points, and the agreement of the
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Table 2.6 Plume-Photostationary-State Analysis Perfods

Group

Julian date:time interval (CDT) 284 :1000-1800 293:1000-1700

300:1100-2000 294:1500-1700
103:1100-1500 295:1400-1700
299:0800-1700
No. valid points 15499 10157
<°HEDIAN> 1.094 1.404

Py TN N
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“dypnppan® vVAlue in Table 2.6 with the expected value of 1.0 is also better for
Croup 1, Second, there {8 some tendency for QMEDIAN to be greater than
'°HEDIAN> tor intervals in the range 10-24, although the scatter is such that
this tendency does not appear to bhe statistically significant. Finally, at
the high end (24-34) there (s no obvious tendency for deviation from a
photostationary state, although these points correspond to a much smaller
number ot values of ¢ than the points corresponding to lower NO,
concentrations. On the whole, this analysis reveals no significant departure
trom photostationary-state condftions efther within or outside of afrcraft
plumes,

The second method of analysis makes use of data for 50 plumes selected
tor detailed analysis in the model-verification phase of the program, The
data tor these plumes are discussed more completely in Sec. 3.1.6; it suffices
hwre to sav that data for peak NO, NOx, and 03 concentrations are available,
where “peak” implies an average over the three consecutive points at the
position (or time) of maximum NO_ concentration, If Eq. 2.9 holds, the ratio
NO/NO, fs given by:

{NOY . X

INOL Y [0}] (2.13)

By definftion, [Nux] = [NO) + [NOZ]; Eq. 2.13 implies therefore that the ratio

iNHl/lNox] fs given bhy:

{NO) K
; - (2.14)
[hﬂx) 103] + X
it the photostationary state relatfon is valid. The quantity D, defined as
({NO) /[Nnx)p) - K/([U3) + K), was computed for each plume for which the

walquation vielded mwanfngfu} results; the subscript p denotes peak value.
Plumes for which [NO]p > (NOxlp or for which l03] < 0.0 ({.e., for which
[og3] ) 1s below detectability) were discarded from tgis analysis, In all, 20
Boeing 727 plumes and & McDonnell-Douglas DC-10 plumes were used. 1f the
plume {s {n a photostationary state, D is expected to be zero. The average
value of D (D) for the 727 plumes was found to be 0,063, with a standard
deviation of 0,140, and for the DC-10 plumes, D = 0.012 with a standard
deviation of 0,097, In neither case was a significant departure from
photostationary conditions observed.

The general conciuston reached from these analyses 1is that the
observational data {8 consistent with and supports the assumption of
photostationary state conditions within afrcraft plumes. The use of such an
assumption in the development of a model for estimating N02 levels within such
plumes f{s therefore justified.
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2.2.3 Estimation of NOZ/NOx Emission Ratios

As mentioned in the previous section, a number of individual afrcraft
plumes were singled out for use in the model-verification phase of the
program. The data for these plumes may also be used to estimate the NOZ/NO‘
emission ratios, as follows. The N02/N0x emission ratio is given by:

2

(v, 1, (woJ
m‘—‘:- 1 —Tiax't (2.15)

from the definition of NO .. The peak observed concentration of NOx within
a plume is given by:

[NO 1, = £INOL 1, + (1 - £)[NO,], (2.16)

where f is the peak volume mixing ratio of aircraft exhaust gas (i.e., the
fractional contribution of exhaust to the volume of gas whose composition was
measured) and the subscripts p, e, and a denote peak observed, exhaust, and
ambient concentrations, respectively. The ratio lnox}p/lnox]a is therefore
given by:

(%) (No ]
[N—ofo-f -(-N—OJ-:—I + ] (2017)

On the assumption that (Nox]e > (Nox]a, which is certainly valid in this
case, (NOx]p is given to good approximation by:

b
[NOy ), = fINO, T, + (NO,], (2.18)
Also, sssuming that atrcraft do not emit ozomne, [03]p would be given by:
104}, = (1 - £)[04], (2.19)

1f no chemical reaction with NO occurred, and (NO]p under the same assumption
would be given by:

[No], = £[NO], + [NO], (2.20)

The stoichiometry of the chemical reaction between NO and 04 18 such that for
every molecule of 03 that disappears, one molecule of NO also vanighes (and f
one molecule of NO, appears, so that the NOx concentration is unaffectdd). If ’
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the concentration changes of 05 and NO are denoted by £, £ may be evaluated

using:

L= -0y, - [04], (2.21)

or, assuming f << 1, from:

L= (03], - 1041, (2.22)

The assumption regarding f must be made to allow f{ to be evaluated from
measured ozone concentrations, since no independent measurement of f or [NOx]e
is available for the plumes used in this analysis. The effect of the reaction
is to reduce [NO] by the amount f,, so that the observed concentration is8 given
by:

[NOoJ, = fINO}, + [NO), - & (2.23)

Combining Eqs. 2.18, 2.22, and 2.23, the ratio [NO]_ /[NO ]  may be evaluated
in terms of measured quantities:

[NO]O leﬂle [NO) - |No]a + 10313 - (03]P

- - (2.24)
lnnxle ffnoxle [N0x1p - rnox]a

The data for the {ndividual oplumes used in the analysis include
estimated travel ti{mes from emission to passage over the monftocing site.
Including only plumes having travel times estimated at 100 seconds or less,
the mean value R of the quantity R = [NOJo/INO ], was computed to be 0.935 +
0.097 (lo) for 21 Boeing 727 plumes, and 0.932 + 0.024 (lg) for 15 McDonnell-
Douglas DC-10 plumes. If travel times less than or equal to 60 seconds are
considered, R(727) becomes 0.896 (12 values) with a standard deviation of
0.100, and R(DC-10) 1is essentially unchanged at 0.935 (9 values, ¢ = 0.023).
There 18 no obvious physical explanation for the difference in the two values
of R(727), and they are not statistically different given the above standard
deviations. The conclusion {s that the NO/NOx emigsion ratio is essentially
the same for 727 and DC-10 afrcraft, having a value of approximately 0.93, and
therefore that the NOZ/ﬂO‘ emission ratio {s 0.07, or 7X, for these aircraft.
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2.2.4 Relative Significance of Direct N02 Emissfions and

Chemical Conversion of NO

The individual plume measurements also allow the evaluation of the
relative {importance of direct emissions and NO to NO, conversion as
contributing factors to peak (ground-level) NO, concentations. As discussed
fn the preceding sectfions, the quantity £ is the NO concentration decrease due
to chemical reaction and is also therefore the NO, concentration increase due
to chemical reaction., Since § may be estimated by (04], - l03]p, the fraction
fr of the peak measured NO; concentration that is due to chemical reaction may

r
be estimated by:

) -

- 11111..13212 (2.25)

r .
INOZ]p

Figure 2,12 shows a plot ot values of f for individual 727 and DC-10 plumes
against estimated travel time. In that figure, circles represent 727 plumes
and triangles DC-10 plumes. Filled symbols designate points for which [03)
was greater than or equal to zero, and open symbols designate points for whlcﬁ
'03]p was less than zero due to measurement errors for very low
concentrations, In the latter cases, f  was estimated by the ratio
[03],/1N0,1 .

A clear trend towards increasing importance of chemical processes with
increasing travel time is apparent in the figure. After 40 seconds travel
time, chemical reaction is responsible for only about 30X of the observed NO,
at the peak, but after 80 seconds chemical reaction contributes about 70X.
Extrapolating the trend, it appears that, after about 120 seconds, between 90
and 100%T of the NO, would be due to chemical processes, Although there are
{nsufficient data beyond about 100 seconds to clearly show what happens, it is
expected that f would, on the average, approach the limiting value of 1.0.
It should be pointed out that, in general, the relative contributions from
chemical reaction should increase with increasing ambient ozone level for a
given travel time. The ambient ozone concentrations corresponding to the
plumes used in this analyeis ranged approximately between 20 and 40 ppbd,
values that are generally considered rather low. It is also worth noting that
there is no obvious difference between the 727 and DC-10 plumes in this
regard.

2,2.5 One-Hour NO, and NO, Dosages

Thirty-two one-hour perfods of afrcraft activity were identified for
use in the verification of model one-hour predictions, These data are des-
cribed more fully tn Sec. 3.2.2. It seems appropriste, however, to include
here a brief discussion of the results independently of the operation of the
ncdel.
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The periods selected for analysis were chosen primarily on the basis of
a visual examinatifon of the daily reconstituted strip charts. Conglderations
s luded the relative constancy of wind speed and direction, solar intensity,
ai.i ambient ozone level, in addition to level of afrcraft activity. The

simher ot takeott events tn any given one-hour period varied from a minitmum of
~ ta a maximum of 35, For each period, the total dose of N0 and NO was
computed by summing the products of the N()x and NO concentrations and the
~asic time interval (one second) nver all points in the period. The total NO,

Jose was then estimated by difference., Finally, the corresponding aircraft-
velated dosages were computed by subtracting cstimated ambient background
toc e from the totals,

Figure 2,13 shows the observed aircraft-related one-hour N()x dnsages
jivtted against the aircraft activity level measured by the number of takeoffs
wr hour, Figure 2.14 shows the corresponding NO2 dosages plotted in a simi-
Lt manner, with the additional feature that the open circles denote periods

which the average ozone concentration was greater than 24 ppb, and the
tilled circles denote perf{ods for which the ozone concentratfon was less than
J4 opph, the average ozone caoncentration over all 32 periods.

The results gshown in Figs, 2.13 and 2,14 indicare Laucar relationship
“elwceen the one-hour NOx and NOZ dosages and wer of takeoffs per hour.
Noogttempt was made to stratify these rewv ts according to meteorological con-
dittons or ambient concentratf{on levels, wic.. *he exception noted in the pre-
vious paragraph. In addition, it must be pointed out that these results refer
to cne specific monitaring location near one particular runway. The runway

ased here s not as a rule used hy the very largest aircraft; in particular,
it is not generally used for takeoff by Boeing 747s, which have the highest
N0, emission rates, In point of fact, the most common aircraft observed to
use runway 32R were 727s, DC-9s and DC~10s8., The results shown in the figures
would bhe expected to differ somewhat for other monitoring sites, including
thase near other runways,

Examination of Fig. 2.14 reveals a slight dependence of the results on
the ozone level. Most fililed circles lie below the solid line, which repre-
sents an overall best fit, as discussed in the next paragraph, while most open
circles lle above it. The dependence exhibited in Fig., 2.14 1s not very pro-
nounced, due probably to the relatively low ambient~ozone levels observed dur-
ing these periods in combinatfon with the relatively short travel times that
are involved and the correspondingly small contribution from the NO + 0
reaction compared with direct NO, emissions (see Sec. 2.2.4 above). It {s
cxpected that the higher the ozone level, the greater the slope of the D(N02)-
versus—alrcraft-activity regression line would be, with the limiting value
being the slope of the D(Nox)-versul-alrcrnft—actlvxty regression line.

The solid lfnes shown on the two figures represent the linear least-
Aquares regression fits to the data and are represented by the following
equations:

R .

-,
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D(Nox) = (1,367 + 6,309A) ppm-8 (2.26)
D(NO,) = (2.761 + 1.284A) ppm-s (2.27)

in which D(NOX) and D(NOZ) denote one-hour dosayes of NO and NO,,
respectively, and A denotes the alrcraft activity in takeoffs per hour. The
intercepts are not statistically different from the expected values of zero.
It is interesting and relevant to note that even at the highest level of acti-
vitv, 35 takeoffs per hour, the corresponding one-hour average values of the
NO, and NO, concentrations (given by D(NO_)/3600 and D(NO,)/3600, respect-
ively, and estimated from Eqs. 2.26 and 2.27) are only f2 ppb and 13 ppbd.
Thus, rhe actual contributions of aircraft to Nnx and NO2 levels are fairly

low in the cases examined here.

e PR




1 NITROGEN DIOXTDE MODEL DEVELOPMENT

T BASTC MODEL DFSTIGN AND FORMULATION

The tirst and most important stage (n the development of an afr quality
simulation  model is the f{dentffication of an  appropriaty mathemat fcal
tormulation., In this stage, design decisions are made that criticaltly affect
the applicabilityv and practicability of the tinal computer code, and 1t is
fmportant to  identitv the physical and chemical  factors  that  must  he
accuratelyv simulated in the model in order to then incorporate sultable and
mitually compatible treatments of them into the models, A fairly comprehensive
dlscursion of the peneral elements that comprise an air-quality simalation
mode!l and the circumstances under which thev require accurate treatment mav be
tound 10 the Workhook tor Comparison of Air Oualitv Models (USEPA] 1978h),
The purpose ot this section s to outline the important tactors relating to
the prediction of one-hour average NO, concentrdtions arfsiog trom aircratt
activity at atrports and to describe ;m:i justify the specitic design decistons
that have been made as part of the development ot o model tor makfny soch
predictions,

11,1 Treatment of Source Emi{ssion Chardeteristics

The emissions characteristics ot the sources in gquestion are inevitably
among the most fmportant factors to consider, With regard to NO, etfects, the
actual emission composition and the intermittent nature of the hvmisul()ns are
particularly relevant. Table 3.1, reproduced from Yamartino, et al. (1980b),
shows the N(\x emission rates of various afreraft engines in ditferent modes of
operation, As can clearly be seen, NO_ emission rates are verv much higher
durtng takeoff than during other modes, It theretore seems entirely
fustiffable {(n the inttial development to tocus attention on  takeoff
operations only, and this {s the approach adopted here. Emissions that occur
when an atrcraft is airborne (during approach and climbout) are, in anv event,
expected to have a negligible effect at ground level.

The emission rates glven in Table 3,1 are those of total NO_ emissions,
expressed as {f the total were N“2' However, emission measurements made on
three common jet engines indicate that the Nf)z/Nﬂx emisston ratio is tvpically
four to eight percent by volume (Pratt and Whitney, 1972, cited by Yamart{no,
et al., 1980a. Our results indicated 7%; see Sec. 2.2.3.). Thus, most of the
NO emissfons are actually NO rather than N02' 1f N(\;, and NO were chemically
fnert substances, the design of an appropriate alr-qualitv model would be
considerably simplified and could be carried out along traditional lines.
However, both N0, and NO undergo rapid chemical reactions that, in etfect,
convert one species into the other and that must be taken into account in the
formulation of the model. The existence of a reaction that converts NO into
NO, 18 clearly significant i{n that such a reaction provides an alternative
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Rates (lb/hr as N02) of Alrcraft Engines?

Engine Manufacturer Taxi/

and Mode) Idle Landing Takeoff Approach  Climbout
Pratt and Whitnev, JTYD-7 5.71 123,14 474 .60 15.25 282.130
Pratt and Whitnev, JTID-7 2.29 34,29 126,40 16.35 78 .60
Rolls Royce, RB-211-228 5.31 129.31 504.10 32.26 301.90
General Flectric, CF6-50C 3.02 171,29 670.95 52 .80 462,20
General Electric, CFb-6D 4,88 121.77 467 .50 41.54 309,20
Pratt and Whitney, JTBD-17 3.91 53.94 202.06 19.139 123,40
Rolls Royce, RDal 0.29 2.3 8.51 .57 5.59
Garrett AiResearch, TPE731-2 0.54 8.05 29 .80 1.99 7.18
Pratt and Whitney, PT6A-27 0.28 1.2% 31.32 1.80 2.80
General Electric, 700-2D () B2 4.26 14 .60 1 .65 9,98
AVCO Lycoming, TI0540 J2B2 0.01 0.05 V.09 0.13 0.0%
8A11 emtssion rates except those for landing are from Pace (1977). The land-

ing emission rates are computed

sists of 602 idle, 24% takeoff
approach thrust {(to account for the spool down/up/down cycle).

T e e el e e v s o

thrust

by assuming that the
({.e.,

thrust

reversers),

landing operation con-

and 16X
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mechanism to direct emission hy which airaaft operations can  affect
atmospheric NO, concentrations., A discussion of the relevant chemistry is
Rgiven in Sec. 3.1.3; it is sufficient here to point out that the conversfon of
No to NO, 18 a nonlinear process in which the rate of conversion at a
particular point {n a plume depends upon the product of the NO and 04
concentrations at that point, This type of bhehavior signifticantly complicates
the mathematical tormulatfon of a model unless simplifying assumptions can be
made. Some possible assumptions will be discussed bhelow. In general, the
presence of nonlinear chemical processes implies that all NO, soutces that
contribute significantly to Nﬂz levels at the same time at a gliven receptor
wust be treated simultaneouslv., It is incorrect {n principle to calculate the
effects of different sources separately and then to estimate the total effect
by adding them, as {s commonly done f{n afr-quality models for (nert
substances. The dmplicatfon {s that tf the exhaust plume from an afrcraft
takeoff event overlaps or interacts with the plume from another source,
including a previous takentf event, both must be considered simultaneously.
Fortunatelv, data taken at washington Natfonal Airport {ndicate that
individual takeoff plumes mav in fact be considered independently, at least in
the vicinitvy of the alrport, since they are sufficiently far apart that they
do not interact with each other over the distances of interest here
(Yamartino, et al.,, 1980a). The basic approach to be used in the model {s
therefore to treat takeoff events on an individual basis and to predict one-
hour average N02 concentrations i{n terms of these {ndividual contributions,
Under sufficlentlv low wind-speed conditions and sufficiently high atrcraft
takeoff activitv, the assumption of nonintcracting plumes may become
fnvalid. In addit{on, the presence of a significant contributfon from some
other source, located either on or off the afrport grounds, must generally be
taken into account, In this work it 1Is assumed that, with the exception of
the takeoff plumes themselves, the trace-chemical composfition of the ambient
atmosphere is homogeneous in space and constant in time, at least over the
one~-hour period for which a prediction (s to be made.

Jels2 Treatment of Inittal Jet-Plume Effects

The problem of describing the behavior of a jet takeoff-exhaust plume
in the atmosphere is In some sense equivalent to that of describing the mean
trajectory and evolution {n size of a hot, turbuleant, fluid jet emftted
paraltlel to and some distance above a solid, plane surface into another turbu-
lent flutd medium whose turbulence preperties depend on the height above the
surface and whose mean flow speed and direction bear no special relation to
that of the fnftfal Jjet., The evolutton of such a turbulent, fluid jet is not
well understood theoretically nor {s ft well-characterized on an observational
basis. One characteristic of any flufd jet, however, 1is that the inftial
energy imparted to the fluid is eventually dissipated, and the motion and rate
of growth of a jet plume in the atmosphere becomes controlled by ambient
turbulence at or near the point at which the rate of dissipation of energy in
the jet has decreased nearly to amhfent levels., The basic philosophy adopted
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in this wortk redarding the treatment of the dynamic effects of the inftial jet
velocity mav be summarized by saving that (1) no attempt {s made to aimulate
in detail the behavior of the jet plume near the engine, where the plume
velocity is sipniticantly difterent from the ambient wind velocity and where
turbulent ettects are poorly known, and (2) the model ts required to describe
the transport and dispersfon of exhaust emissfons only after that point at
which ambient tarhulence and meteorological conditions become the controlling
tactore., Speciticallv, the model describes the emfssfon of a plume by a
moving et aireratt during takeotf in terms of an equivalent but dynamically
passive emission at an etfective (moving) source point and with an effective
inftisl wpatial distribution, The effective source location and slze are
determined trom the fnitial jet-exhaust velocity and thermal content using
avaicahle empirical estimates of the rate of energy ‘“ssipation in a simpler
turtalent Get and the trajectorv tollowed by a simple jet injected into a

fiow: s, mediam,

The physical situatfon fs sketched {in Fig. 3.1, which shows

sotesaricatly a snap<hot of an exhaust plume from a single moving jet engine
tare tror above and looking down on the plume. The ambient wind direction {s

Cives 1o he gt oan angle 9 to the takeoff directfon and, following the

tomary convention, the coordinate axes are defined along and perpendicular
' the  wind veloeity, The effective source location and effective initial
o tod wtandard deviation 0., ATE shown, as are the relative orientations

tothe various veloeltles fnvelved in the problem, In reality, at least three
widitional tactors affect the location of the source point and the effective
inftial ~tandard deviat{ion, The firast {s that most commercial alrcraft use

to than one det enyine and therefore emit more than one exhaust plume,
Pee plames interact with each other, complicating the pfcture even further
o the paint of view of the dvnamics of plume turbulence, and the relative

iioand horizontal separations of the engines contribute to the effective

St ewhanst Jdistribution, The second factor is that a moving aircraft
eeaerates a0 tuthalent  wake that exists over a dimension comparable to the
Wit ot the gireraft,  This additienal turbulence also contributes to the
frica b wprteads The third factor is that when a jet {s injected into a fluid
mavioy at an angle to the {nitfal jet velocity, the motion of the fringes of
the vt fe attected by the motfon of the medium earlier than the motion of the
, resulting in a distortion of the shape of the jet cross-section
and the possible generation of vortices (Abramovich, 1963). The distribution
mav  become  somewhat  flattened on the upwind stde of the Jet and somewhat

fet care fs

elonvated, partfenlarly near the top, on the downwind side. The effect is
qualitatively similar to that of wind shear on elevated plumes and results in
an additiona) enhancement of the effective crosswind spread,

Empirical descriptions of the trajectory of the center of mass of a jet
emitted into a crosswind and of the rate of dissipation of turbulent energy as
a function of position along that tratectory are required in order to estimate
the posftion ot the effective source point. No theoretical or experimental
results seem to exist tor this specific sftuatfon, and {t {8 necessary to make
the simplifving assumption that the energy dissipation rate is independent of
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the shape of the trajectory. This assumption {3 unlikely to be strictly
valid, although {ts validity presumably fncreases as the angle 6 approaches
zero, With the assumption, available empirical results can be used.

Abramovich (1963) summarizes the experimental results available at the
time on the trajectory of a circular jet in a moving medfum, and of the
empirical equations given, the one most applicable to the present problem {is:

q 1.3 3
x . [0t Y y
3 (qoz) (d) +(d)cot0 (3.1)

in which d denotes the i{nftial {et diameter and 961 and 952 denote the dynamic
pressures in the ambient flow and in the inft{al jet, respectively, and are
given bv:

Wl " Pa and a5 = o

|c
Nle o
~
[
<

where ambient and exhaust densities are denoted by p, and Pe» The orisin of
the coordinate system has been taken at the jet origin and the sign of the
variable y in Eq. 3.1 18 opposite to that shown in Fig. 3.l. The ambient wind
speed is denoted by Uy, the aircraft speed by v, and the jet exhaust velocity
relative to the aircraft by u,.

Briggs (1969, 1975), in discussion of the plume rise of neutrally
buoyant vertical jets in a cross-wind, gives a varlety of expressions
ifncluding his theoretical result (Briggs, 1975, Eq. 45, rewritten for
comparison with Eq. 3.1):

3

482 [ 901
- —2—((1—0"—2)(5) (3.2)

o x

Both expressions indicate that x is proportional to y3 for 8 = 90°, but differ
in the value of the proportionality constant. In Eq. 3.2, B i8 given bv 0.4 +
1.2u,/(u,-v). For the case Pe = Pas Uy = 5 T?gec, u. = 230 m/sec, v = 0, and
8 = 90°, Eq. 3.1 gives (y/d) = 0.0362(x/d) while Eq. 3.2 gives (y/d) =
0.0485 (x/d)l . Thus the predicted values of y using the two equations
differ by a constant factor, 0.0352/0,0485 = 0.75 in this case. An
uncertainty of this magnitude is not unreasonable, and the plume trajectory
Riven by Eq. 3.1 was init{ally chosen for use in this work simply because the
dependence on the angle 8 is explicitly given,

The evolution of an axisymmetric, neutrally buoyant jet emitted into an
effectively {nfinite unbounded space containing a coflowing or stationary
fluid has received considerable experimental and theoretical attention (see
Abrasovich, 1963; Hinze, 1975; and Tennekes and Lumley, 1972, for
discussions). Tennekes and Lumley give the following expressions for the peak
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excess velocity u; in such a jet and the standard deviation ¢ in the cross-
flow direction of the jet velocity distribution:

u
J . 6.4 <g>and o= 0,0678
u 8

Jo

in which s denotes the distance from the jet origin measured along the
trajectory (which is straight along the symmetry axis in this simple case),
and 430 ifs the initial excess velocity above the ambient flow velocity., The
factor 0,067 in the expression for o may be interpreted as the tangent of half
the angle ¢ subtended by the length 20 at a distance s from the origin; the
corresponding value of ¢ is 7.6°, If instead an angle of ¢ = 9°-12° (Tank and
Hodder, 1978) is used, the factor {8 in the range 0.079-0.105. The above
expressions for uJ/uJo and o, in combfnation with the plume trajectory, Eg.
3.1, and an expression for the energy dissipation rate as a function of uy and
o, allow the estimation of the effective source point and initfal spread.
According to Tennekes and Lumley (1972; see also Briggs, 1975), the energy-
dissipation rate €; within a circular jet may be written as:

W

€y = A (3.3)

o'c

in which A {8 a dimensionless coefficlent of order unity, Substitu.ion for uy
and o in terms of 8 gives:

3

o 262100 A (ﬁz)(s)'“ (3.4)

J tan(4/2) d/\d ¢
The effective soutrce point is defined as that point on the plume trajectory at
which € = Be,, where €. denotes the ambient turbulent energy dissipation rate
and B {8 a coefficient in the range 1 to 10, If the distance along the plume
trajectory from the jet engine to the effective source point is denoted by s',
then 8’ may be evaluated in terms of €, and the characteristics of the jet
engine:

174 u3 1/4
LRS- : o (3.5)
d B €, tan($/2) d *

The in‘tfial exhaust velocity of the jet may be written in terms of the thrust
P produced by the engine and the exhaust density Pet

ok
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1/2
i (52
v, = % - (3.6)
e d wop
and uy, is given by:
up, = fug - v - u,cosd| (3.7)
Taking ¢ = 10.,5° and A/B = 1 and collecting constants in Egq. 3.5, the

expressfon for g'/d becomes:

3 1/4
! 1 YJo
-3——- 7.3 [*r— <T)] (3.8)

a

with the value of the coefficient 7.3 uncertain by perhaps plus or minus S0%.

Thus, by virtue of Eqs. 3.1 and 3.8, the plume trajectory and the
location on {t of the effective source point may be estimated for a single
fet. Referring to Fig. 3.2, which {s simply Fig. 3.1 redrawn to shown
distance and angle relationships more clearly, it can be seen that once the
distances x' and y' are determined from the distance s' and the known path of
the plume, the distances 1, and 11 may be found from:

1| = x'cos9 + y'sind
(3.9)

1, = x'sinfh - y'cos9d
In Fig. 3.2, the effective source location is 1identified by a black dot. A
mathematical inconvenience arises at this point in that analytic expressions
for x' and y' in terms of s8' and 8 cannot be found, and these distances are

determined using an appropriate numerical procedure {n the computer code.

Use has been made throughout this discussion of empirtical results
relating to a circular jet in an unbounded medium. No account has been taken
of the effects of the ground surface. Abramovich (1963) gives some
information about these effects, but very recently a paper by Davis and
Winarto (i980) has appeared that contains the result of an experimental
fnvestigation {nto precisely the effects in question. The results described
in that paper indicate that the treatment of the effective source location is
reasonably valid. Particularly interesting results are given for the relative
rates of vertical and horizontal spreading of the plume. In unbounded space,
an inftially axisymmetric jet in a stationary or coflowing medium remains
axisymmetric, there being nothing to disrupt this symmetry. The results of
Davis and Winarto indicate, however, that the ratio of the horizontal and
vertical spreading rates approaches a limiting value of about B8.5 at large
distances from the jet nozzle, This observation may have very significant
fmplications for the estimation of the effective initial-plume standard

deviations °yo and %00

W
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Fig. 3.2 Jet Exhsust-Plume Ceometry
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No mention has been made thus far of the plume rise in takeoff
plumes, This effect 18 certainly significant; however, no measurements were
initially available with which to estimate the rise of such a plume. The
approach adopted {n this work to simulate takeoff plume rise is discussed in
Sec. 3Y.1.6.

1.1.3 Treatment of Chemistry

As indicated earlier, both NO, and N0 undergo rapid chemical reactions
in the atmosphere and, in particular, NO may be converted to NO,, thereby
making all of the NO, emissions relevant to the problem at hand rather than
fust that small fraction that {s actually NOZ’ Several factors affect the
choice of a suitable treatment of these processes, {including the details of
the chemistry involved; the rates of the various reactions; the availability
of data on specific reaction rates, emissions, and other quantities; the
desired model accuracy; and the practicality of alternative approaches.
Refore considering alternative treatments, a brief discussion of the important
chemical facts is in order,

The princi{pal chemical reactions that govern ambient NO, concentrations
are (Seinfeld, 1977; Demerjian et al., 1974):

NO, hY No + 0 (A")
0+ 0y + M——>04 + M (A")
NO + Oy N0y + 0y (8)

Reaction A" {s very fast, due to the high ambient concentration of molecular
oxygen in the atmosphere, and as a result reactions A' and A" may be combined
into A net reaction A:

NO, + 0, hWooNo + 04 (A)

the rate of which is the same as the rate of NO, photolysis, reaction A'. The
hv denotes the presence of light of suitable wavelength., The rate of reaction
A (i.e., the change in NOZ concentration per unit time due to reaction A) tis
Riven by the expression k,(NO,|, where k, is the rate coefficient and [NO,]
denotes the number density or concentration of NOZ‘ Similarly, the rate of
reaction B is given by the expression kB(N0|l03]. The rates of these
reactions depend therefore on the concentrations and on the values of rate
coefficients, which in turn depend on ambient conditions. The coefficient k,
depends on the light intensity in the wavelength range A < 420 nm, which leads
to photodissociation, and is mainly a function of altitude and solar angle.
The possible values of kA at ground level range from 0 to approximately 0,60
min ' for an overhead sun (Calvert, 1976). The coefficient ky is a function
of temperature, and is given by:

- o T S euna
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kg = 2.3 = 10712 exp(~1450/T) cmd sec!
otr, for a total atmospheric pressure P (atmospheres), by:

1

kg = 1.01 x 108 (2 ) exp(-1450/T) ppm™Imin”

-3

(Hudson and Reed, 1979: Hampson, 1980), T being the temperature in degrees
Kelvin, At 25°C and a total pressure of one atmosphere, kg ~ 26.2 ppm'l
min~l, Figure 3.3 exhibits the temperature dependence of kg in the form of a
plot of log kB versus 1000/T for a total pressure of one atmosphere.

Mention should be wmade of the effect of hydrocarbons on the NO,
concentrations, As 1{s well known, the presence of certain types of
hydrocarbons leads to the production of significant amounts of ozone and a
corresponding conversion of NO to NO; over periods of time on the order of an
hour or more (Demerjian et al,, 1974; Finlayson-Pitts and Pitts, 1977); see
alsc Sec. 5 of this report. In the discussion to follow, we will be concerned
only with estimating Noz concentrations in the {mmediate vicinity of an
airport, at distances for which the travel time 1is typically much less than
one hour, The effect of the presence of hydrocarbons will therefore be
fgnored in the formulation of the model.

Mention should also be made of the effect of other reactive species
present in the atmosphere. Nitric oxide may be converted to NO2 by reaction
with, for example, atomic oxygen, NO 1itself (in the presence of molecular
oxygen), and free radical species such as H02 and R02, where R denotes an
organic component. Reaction of NO with HO, and ROZ is known to be important
in the generation of photochemical smog (Demerjian et al,, 1974). Nitrogen
dioxide may also be converted to other substances by reaction with 05 and free
radicals, primarily OM, Hoz, and organic oxygenated radicals. An examination
of the relevant rate conastants, {n combination with concentration estimates,
indicates, however, that reactions A and B are the two most {important
reactions for typical urban atmospheric coanditions, although the significance
of reaction A clearly decreases with the light intensity and vanishes at
night., Other reactions, thought to proceed by heterogeneous mechanisms, may
be significant over time scales of an hour or more, particularly at night.

As a result of the relative rapidity of reactions A and B, an
approximate “photostationary state” (Leighton, 1961) may exist in which the
net effects of these reactions balance each other; note that they are
essentislly the reverse of each other, Equating the two rate expression
yields the photostationary-state relation:

(Nolloy) k, |
_TNT21_--E—'— z K (3.‘0)
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“oder certain conditions, to be discussed below, Eq. 3.10 can be used as the
hasis tor predicting Nn.2 concentrations, given information regarding the NO,
source strength and ambient dispersion rates and concentrations of NO?‘ NGO,
ad 0y (Peters and Richards, 19/7). The utillization of Eq. 3.10 will be
festynated as the “photostationarv-state” approach.

For <some purposes, a simpler approach may be adopted in which the
cttects of reaction A are ignored. This approach, the “ozone-lim{ting”
method,  can be shown to bhe a specfal case of the photostationary-state
approach and to represent  an overestimate or upper bound to the true NO,
ancentratfon within a plume. The ozone-limiting method conststs of
estimattng the NO, concentration as the sum of a contribution from direct NO,
vaissions, a backpround level, and a contribution from NO conversion equal to
the smaller ot the ambfent 04 concentration and the NO concentration from the
source  in question, estimated as if no chemical processes were operating.
This procedure amounts to assuming that kA fs zero and kB is infinitely large,
with the ratio K equal to zero. Since this method is easy to apply and is
ruaranteed to produce an upper bound to the NO, concentration, {t may be
cons{dered suitable tor many purposes. A complication arises in the case of
continunus releases, In which the treatment of the dispersion of the plume
hecomes important. The approach adopted bhere, that of treating individual
takeotf events, avoids this complication.

The photostationary-state apptoach 1Is not always appropriate In
principle, In particular, the rates of reactions A and B may not be fast
enough  to establish  and maintain a composition satisfying Fq. 3.10 |f
perturbations that cause deviations from that composition are present and act
with sufficient rapiditv, Such perturbations might include rapid varifations
in the ambient light fintensity and, hence, {n the value of k,, and rapid
mixing with afr ot a difterent composition, It is possible to develop
criterfa for identitving such cases, based on the chemical "relaxation time”
(1) of the photostationary state and the characteristic time scales involved
fn the perturhation considered., For example, the NO, concentration at a point
fn a plume divided by the rate of change of the NE)Z concentration due to a
rapid dispersion or mixing process provides an indication of the dispersion
titme scale, 1t that time scale 1s comparable to or larger than 1, the
composition would not  be expected to  satsify FEq. 3.10, Conversely,
perturhbations having time scales much less than ' would indeed alter the
concentrat fons of NO,, NO, and 0, at each point, but those concentrations
would be expected to satisfy Eq. 3.10 very nearly because in that case the
chemical reacttons proceed rapidly enough to maintain the photostationary
wtate, An expression for 1 in terms of the rate coefficients kA and kB and
the steady-state NO and 0, concentrations may be derived; this derivation is
carrted out in Appendix | as part of a discussion of the exact analytic
expressions for the an, NO, and 0—3 concentrations as functions of time {n a
spatially homogeneous syatem. The expression {s:

t =

1
: (3.11)
k, * kﬂ([N()T“ +T()31" )
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tn which the subscript ss denotes “statfonary state”. Plots of 1 versus
[NO]ss + (03]g5 for varicus values of k* are given 1in Fig. 3.4. In that
figure, ky fs taken to be 24.0 ppufl min~ ', corresponding to a temperature of
about 19°C (AA'F). As can be seen from the figure, the relaxation time for a
perhaps typical mid-plume situation, in which [N()]ss ts 0,2-0,3 ppm and [()3)sB
{s very small by comparison, is on the order of 10 seconds. Based on this
estimate, it {s expected that the photostationary-state expression, Fq. 3.10,
shonld bhe very nearly satfsfied within the takeoff plume of an afrcraft, the
characteristic dispersion time scale being much smaller than this. As
discussed in Sec. 2.2.7, our results verify this expectation,

Observatfonal support for the use of Eq. 3.10 in a model 1is also
provided by measurements made 1in plumes from fossil-fuel-fired power plants
(Regy. et al., 1976, 1977; White, 1977; Bowen and Stearns, 1977). These
studivs all indicate that reactions A and B are sufficient to explain the
ohserved concentrations and that the rate of converison of NO to NO, within a
plume as a whole is governed by the rate at which the plume disperses and
entrains ambient alr containing ozone. The latter conclusion implies that the
chemistry {s fast enough to maintain a photostationary state, so that the
process limiting the conversion rate {s plume dispersion, Nitrogen oxide
chemistrv within power-plant plumes has been simulated {in smog chamber
experiments by Spicer and co-workers (Spicer, et al.,, 198! and Sverdrup, et
al., 1982), Fquatfon 3,10 has also been verffied directly in smog-chamber
experiments (0'Brien, 1974) and in polluted urban atmospheres (Calvert, 1976;
Stedman and Jackson, 1975)., Our ambient concentration measurements are also
consistent with Eq, 3,10, as discussed in Sec. 2.2.1., The work of Eastman and
Stedman (1980) mav be consulted for a demonstration of the dynamic response of
amhient 03 levels to a varfation in light {ntensity due to a partial solar
eclipse (see also Bahe et al,, 1980),

Tt s {nteresting to note that systematic departures from the
photostationary-state relatfon have also been observed (Ritter et al., 1979,
and Kelly et al,, 1980). These obgervations were made in “clean” rural sites
fn northern (lower) Michigan and in Colorado, and reactions involving peroxy
radicals such as M0, and RO, are suggested as a possible reason for the
departures from Eq. 3.10,

The arguments and evidence just presented, as well as the results
obtained in this program, indicate that the photostationary-state approach is
suitable for use in a model for predicting NO, levels within aircraft takeoff
plumes, and it has been adopted. It 18 also necessary to assume that the
ambient NOz, NO, and 04 concentrations satisfy Eq. 3.10; as indicated above,
this assumption {s supported by observations made in urban areas but not in
clean rural areas. FEven in very clean areas, however, the assumption of an
ambient photostationary state 18 very unlikely to lead to significant error in
predicti{ng aircraft {mpacts on NO, levels since, because of the relatively
high plume concentrations of NO, a stationary state is expected within the
plume even {f {1t does not hold in the ambient air, The assumption is

——
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nevessary, however, in order to avold certain mathemati-al incongistencies in
the made [,

In order to utilize Eqo 310 to predict NO, concentrations within a
clume, one needs to be able to predict the concentrations of N()2, NO, and ()3
iwsaminy that no reactions take place, f.e., as if these substances were
Chemically foere. 1t the volume mixing ratio of }et exhaust gas at a point in
the plume is Jdenoted by £, then the concentration of some {nert substance X at
that peint is siven bv:

- _ . - ) 419

En tixt, + (1 ”[’\]a (3.12)
wie 1o subseripts e and  a denote exhaust  and  ambient  concentrations,
rospreetively,  The mixing ratio { is defined as the fractifon of a small volume
St vas, located at the point in question, that is exhaust gas, so that | - f
1v the traction that {s entrained ambient afr, [f the N”Z , No, and 04

concentrations predicted using Fq. 3.12 are denoted bv [NO;] ., [NO] , and
{01 . the application of the photostationarv-state relation amounts to
cortecting these concentrations tor the etfects of reactions A and B. This

cortection is accomplished using:

[\'u‘,lﬁs = [,\‘()2]“ L (3.13a)

[}"u]ss = [Nol | - T (3.13b)

Togdlee = togl, = fag (3.13¢)
with o wiven by (see Appendix | for a derivation):

e l‘ a4+ K - [53 + K “N()l’,ln + 2a 4 K}]l/'z (3.14a)
with

aos Nt gl (3.14b)

b= INol = {oq] (3.140)

The corrected concentrations are the predicted concentrations, using this
approach,  The ozone-limiting approach amounts to setting K = 0 {n ¥q. 3.14a,
which then becomes simply:

fap t ta = Ib)/2 (3.15)

Thus, the ovzone-limiting approach is a special case of the photostationary-
state approach and the two are equivalent at night, when kA - (),

© o+ G T 5
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The formulation of a general approach to time-dependent models, such as
is required here, has bheen given bv Lamb and Seinfeld (1973) and was adopted
fn slightly modified form in this program. The basic equation for the
prediction of the concentrat{on of an {nert substance was taken to be:

t ®
C(x,t) = [ dt'[ A" Cx' e IP(X,t; x',t') (3.1R)

in which C(;.t) denoters the concentration at position X(= X,y,z) at time t,
C{x',t")dt' the concentration increase at pasition X' due to emissions over
the time faterval from t' to t' + dt', and P(x,t; x',t')dx' the fractional
contribution to C(X,t) from material located in volume element dx' at position

X at time t', P(i,t; §',t') i8 esgentiallvy a normalized distribution
tunction that describes the transport and dispersion processes that cause an
emission at (x',t') to affect concentrations at (X,t); P is nsually referred
tn as the transport kernel, The first basic assumotion adopted in this
formulation {s that the tranaport kernel is Gaussian and depends only on the
travel time t-t'

\ *, ' o Ve Yy [ Y.t
P{x,t;x',t"') = Pp(x.x pt-t )hp(y,v st-t )Sp(z.z it-t') (3.19)
with
1 1 x-x'-ult-t') 2
- —ult- ;
. oot} = Y LAY P, L L . 200
FP(X,‘( sttt ') -—-——-—17-2.— exp 2( 5 } (3.20)
(2n) 9, X
1 P(y-y' 2
; x';t-t') = - ~ = 3.2
<p(x,x -t f———rrr—-nxp 2( S ) (3
(2n) v
2 ?
) \ (z-2' | {z42"'
N -t ') A ————— > P = + o - - - 1.2
hp(z,z -t ) 177 exp 2( > ) exp 2(0 ) ; (1.22)
(2n) o z z
z
In these expressions, o and u, are tunctions of the travel time t-t', u

denotes the mean wind speeg over tho travel time, and perfect reflcction 1t
ground level has been assumed in Eq. 3.22, The x-axis is taken in the direc-
tion of the mean wind-velocity vector, and the wind velocity {s implicitly
assumed to be homogeneous in the region bhetween source and observer.
Furthermore, the dispersion coeffficients o and o, are assumed to be equal for
all travel times, and will be denoted by I the horizontal dispersion
coefficient, It can be seen by an examination of Eqs. 3,19-3.22 that the
transport kernel has the form of a Gaussian puff, which is8 released at (i‘,t')
and contributes to the concentrarion at (X,t).

The 8second basic assumption {8 that the effective {(nfttial source
distribution ia also Gaussian:
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Y.1.4 Treatment of Transport and Dispersfon

In order to bhe compatihble with the treatment of chemical oftects
discussed 1n the previous section, the treatment of transport and disperaion
used in the NO, model was required to predict the "{nftial” concentratjona ot
No, N()?, and (l;, t.e., those which would extst within the plame 1t no chemical
reactions took place, These concentrations were denoted [\:U}”, (N();,I,l, and
[”ﬂ“ fn the previous section, The effects of chemistrv are then handled by
the photostationarv-state method, and the predicted “true” concentrations are
those obtained using Fqs. 3.13 and 3.4, In order for this approach to he
valtd, however, the {nitial concentrations must he predicted tor a particular
fnstant in time and for a particular lIocation at that instant; fn other words,
the model must bhe capable of describing tadividual true, physical plumes and
not simply time-averaged concentrations from one or more plumes,

To see why this requirement arises, consider a simpie example in which
tor a time interval At/2 constant Inftlal concentration values of Xo1r Yops
and 7,1 are predicted (with x denoting ‘N():Z]' v denoting [NO), and 2 denoting
l(\}l) and for the next time interval At/2 different constant initial values
X420 Voo and 7,y o are predicted. When the photastationarv-state procedure
described 1n the previous section 1s applied separately to these two time

tntervals, two ditterent values of Lagy denoted by L and f, are produced and
the predicted NO, concentratiaons, tncluding chemical etfects, are given hy %01
o \ and Xy v fan It, however, only the averaye {nftfal concentrations over

or Yo and ';(‘, are predicted hy the transport

and dispersfon algorithm, and {f these values are inserted into Eq. 3.14 to

the entirte interval At, denoted X v
produce  the  corresponding value ot & {denoted by 7)) the predicted NoO,
concentration value ¥ would bhe given by

L S .
X < X s 7 = w(xc\l + x(h,) + f (3.16)

0 : :\ -
The true averaye NO, concentration over the entire time interval At is piven
hv: ’
- t ] | R
x = -;;(xl + x?) = .,(x“l + x(‘.‘,) + ?;("l + '_2) (3.17)
Comparison ot these two equations shows that, while the inftial (pre-chemical-
reaction) concentratifons may be averaged to obtain the correct averaye no-
chemistry value, the correction for the effects of chemistry are not the same
in the two cases because f {8 not a llnear function of the inftial
concentration values. In other words, since 7 is not equal to () + £5)/2, x
fe not equal to x. In general, In order to predict the true average NO,
concentration, separate predictions must be made at a4 (possibly large) numhv;
of times and then averaged. This 1s especially the case when emissions occur
only intermittently and large fluctuatfons in the Infttal concentrations occur
at the location for which  :»dirtfons are to be made. This Is precisely the
situatfon with regard to afr rait effects from takeotf eveuts, although ft is
almao the case for continuous plumes because of the meandering of such plumes,
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The formulatifon of a general approach to time-dependent models, such as
fs required here, has been glven by Lamb and Seinfeld (1973) and was adopted
fn slightlv modified form in this program. The basic equation for the
prediction of the concentration of an inert substance was taken to be:

[ o«
C(x,t) = [ dt‘[ dx'Cx',t IP(X,t; x',t") (3.18)

in which C{x,t) denotes the concentration at position %(= x,y,z) at time t.
C{x',t')dt' the concentration increase at position %' due to emissions over
the time fnterval from t' to t' + dt', and P(X,t; %',t')dx' the fractional
contribut{on to C(i,() from material located in volume element dx' at position
X' at time t'. P(x,t; X',t') 1is essentially a normalized distribution
function that describes the transport and dispersion processes that cause an
emission at (x',t') to affect concentrations at (x,t); P is usually referred
to as the transport kernel. The first basic assumption adopted in this
formulation is that the transport kernel is Gaussian and depends only on the

travel time t-t'

P(X,t;%',t') = Fp(x,x';t-t')Cp(y.y';t-t')Sp(z,z';t—t') (3.19)
with
PTIU BIPURI (F S LeT (11 (3.200
4] X, X5 172 p 2 ) .
(2n) 9, X
1 1 z-x' 2

(ip(x,x';(-t') - -—'——nz)——-exp - E( p ) (3.21)

(2n) oy y

1 1 (z-2' 2 | (z+42' 2
Sp(z,z';L—l') - ————T75—— exp —-5(ﬁ;~—) + exp | - 3(0 > (3.22)
(2n) o, 2 z

In these expressions, o and o, are functions of the travel time t- t' ;
denotes the mean wind speeg over tho travel time, and perfect reflection at
ground level has been assumed in Eq. 3.22. The x-axis is taken in the direc-
tion of the mean wind-velocity vector, and the wind velocity 1is {implicitly
assumed to be homogeneous in the region between s8ource and observer.
Furthermore, the di{spersion coefficlients Iy and o, are assumed to be equal for
all travel times, and will be denoted by o), the horizontal dispersion
coefficient, It can be seen by an examination of Eqs. 3.,19~3.22 that the
transport kernel has the form of a Gaussfan puff, which {8 released at (i',t')
and contributes to the concentration at (xX,t).

The second basic assumption is that the effective {nitial source
distribution is also Gaussian:

- .
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COR L) = QUUTIF (%% )G (Y7, ¥, )8 (2" 7,) (3.23)
with
' 2
. 1 ! X
}O(x ,xn) - NV exp | - N3 (3.24)
(2%) o ho
ho
! i o
Gox',x,) = PNNT /i B e (3.25)
(2n) " "o ho
ho
' 2 . 2
i ¥E -zo 1/ +zo
Splz',2)) = —7r exp | - 3\ + exp {- A S (3.26)
(2%) %0 - 20 zo

In these equations, Q(t’') denotes the emission rate and o and %0 the
initial values of the dispersfon coeffictents (specifying the infrial plume
size); X4 Ve and z, specify the position of the effective source point (see
Figs. 3.1 and 3.2) at the time t'., By allowing the effective source position
(x“.v“) to be a function of time t', the formulation can handle moving sources
such as afrcraft during takeoff. The vertical effective source coordinate z,
fs allowed to be a funct{on of travel time {n order to s{mulate plume rise.

In the case of atrcraft takeoff events, the time dependence of the
emission rate was taken to be

L]
O for t' < t()

0t') = L0 a constant tor v, < t' Cr 4T (1.27)
L}
0 for t' > t,+ T

in which t, is the time at which takeoff roll beging and T is the total time
required for takcoff.

It Fqs. 3.19-3.26 are tnserted into ¥gq. 3.18, the integral over dX may
be done analvtically with the following resulr:

t
c(x,t) -/ Q(t')F(x,xQ;t.t')(‘.(y.yo;t.t')s(z,zo;t-t')dt' (3.28)
t()
with
i x-xo—a(t—t‘) 2
Fix,x it,t') = 377 %P |- 3 T (3.29)
{2w) Ih h

STt e, o e g - e 14 —




b4

2
y-y
Gly,voit,t') = *——-%75-— exp| - ; _E_ﬂ (3.30)
(2n) Xh h

2 2
1 1 Tz, 1 z+zo
.\(, M N ' ® - e - — ',
zyzit,t’) (zn)l/zz exp 3 Ez + exp > Ez (3.%1)
F4

where the “total” dispersion coefticients Iy and L, are given by:

2 2
If = oho * op(t=t") (3.32a)
xg - 030 + og(t-t') (3.32b)

Fvervthing in the fntegrand of Eq. 3.28 is assumed to bhe known, and although
the integral cannot in general be cvaluated analytically to give an explicit
tormula for C(x,t), it can be evaluated numerically for any particular (x,t).

It is worth pointing out that a perhaps more commonly used alternative
1o direct numerical integration for the evaluation of Fq. 3.28 is to divide
the time interval t-t into N segments of length At and approximate the
integral by a sum over segments:

N
COxL, ) T At Y F(E )G )S(e) (3.33)
i=1
with
Flry) = Flx,x, (t)it,ty) (3.3a)
Glrg) = Gly,y ()t ty) (1.34b)
s(ty) = S(z,zn(ti);t,ti) (3.34c)

and {n which the times t, are given by:

1
ty =ty * (f ~ i)At (3.35)

O

The fact that O is taken to be constant has been used to factor the quantity
At out of the summation. Equations 3.33-3.35 constitute the traditional
t.aussian-puff approach to this type of problem, QAt being the wass of
pollutant in each puff and t, the emission times.

The approach actually used to evaluate Eq. 3.28 was a direct numerical
integration method, a slightly modified version of an adaptive Simpson's rule
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technique developed by Linz (1972).  The primary reasons why this approach,
rather than the Gaussian-puff procedure described fn the previous paragraph,
was chosen were that the numerical pracedure allows better control over the
errors {ntroduced and, due to {ts adaptive nature, the l.inz method promised to
be more efticient, No comparison of methods was made, however, and all that
can he safd is that the chosen method performed quite satisfactorily,

1.1.9  Adjustment of Model Parameters

Specific values of the various coefficients and parameters that appear
in the preceding formulation are required before the maodel can actually be
ran, and the manner {n which they were determined is described in this section

and the next one, This section deals with parameters that relate to the
determination of the stze and motion of the effective source, and the next
section deals with the description of dispersion and plume rise, The

specification ot all parameters relating to the plume chemistrv was described
in Sec. 1.1.3,

Table 3,2 shows the numerical values of various takceoff parameters for
specific aircrafe, The physical dimensfons, engine positions, and average
takeoft distances, speeds, and masses were provided by the Great Lakes Office
of the Federal Aviation Administration. The mean accelerations and takeoff
times given {n the tahle were computed from these data; in the model, tae
acceleration tor a given afrcraft type was assumed constant over the entire
takeoft roll, The takeoff time corresponds to the quantity T in Eq. 3.27.
The thrust per engine, used in the computation of the effective source point,
was obtained from the mass and the acceleration using the relation:

(mass) « (acceleration)

numher of engines (3.36)

Thrust per enpine =

The envfne positions were used to estimate the contributions to the
taitial plume size due to the fact that the engines are not all located at the
same point. An examination of a large number of indtvidual plumes provided no
clear evidence that the separate plumes from the different engines on the
various aircratt needed to bhe treated separately, although occasionally ({t
appeared that a plume consisted of two nearly superimposed components. 1t was
concluded that, for the purpokes of modeling aircraft takeoff plumes, 1t is
entirely adequate to assume only one plume per alrcraft, It was felt,
however, that the i{nitia)l spread of that plume would be due in part to the
separation of {ts components, and for a glven alrcraft type, the initial
values of the dispersion coefficients o, = and 9,, Were estimated from:

2 L 2 2
Mo ohu(lurb) + Sy (3.374)

and

T SRR .
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2 L L2 2

Op = Ogolturbd) + S7 (3.37b)
{n which (turb) denotes the contributfon from turbulent dispersfon within each
individual component, and S, and S, are the values given in Table 3.2, which

were in turn computed from:

21 2
Sy, = o d (3.38a)
f=1
and
n
s2 el ¥y (2 - (3.38b)
n & i

The quantity d, is the distancg_nf engine { from the axis of the afrcraft, z;
ts the height above ground, z (the emission height in Table 3.1) is the
average of the Zgs and n {s the number of engines., The quantities oho(turb)
and ozo(turb) were taken to be 16 m and 8 m, respectively, and are independent
of alrcraft type. An attempt was made to estimate uho(turb) and ozo(turb)
from measurements by extrapolating back to zero travel time, but the measure-
wents were {inadequate for this purpose., The results of a brief sensitivity
examination {ndicated that model predictions are relatively insensitive to
changes in the values of these parameters.

The total NO, emission rates given in Table 3.1 were computed from
Table 3.1 together with the ailrcraft type-engine type correspondence given by
Yamartino et al., (1980a,b),

The location of the effective source point with respect to the moving
aircraft was discussed in general terms in Sec. 3.1.2. An examination of
plumes observed when the wind was from the southwest and of the corresponding
predicted plume trajectories indicated that the best qualitative agreement
vith observations occurred when the effective source point was located on the
runway axis behind the aircraft at a distance given by Eq. 3.23 -- in other
words, when the (y/d)3 term in FEq. 3.16 18 ignored. Relatively few plumes
were observed, however, and no attempt was made to determine the optimum
description quantitatively, For the purpose of this study, Eq. 3.8 was used
to estimate the distance of the effective source point behind the afrcraft,
using engine diameters d given in Table 3.2 and assuming an ambient eneryy
dissipation rate of 0.125 nzlsj, a value that 1is typical for neutral
atmospheric stability.

The effective source point accelerates with the alrcraft, In the
computer code, the source point trajectory was computed prior to any
dispersion calculations and positions (x,(t'),y (t')) at half-second time
intervals stored in an array for reference, The inftial emiasion height was
taken to be equal to ;, although, as ment{oned earlier, the effective emission
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heiyht was allowed to be a function of travel time in order to simalate plume

rise,

oo Determination of Dispersion Coefficients and Plume Rise

The dispersfon coefficients I and I, and the heipht above pround ot
the  plume  center are ifmportant quantities in that model predictions are
~ensitive to changes {n them, Because of the necessity of adopting a4 time-
dependent modeling approach, {t is also necessary to be ahle to estimate plume
dispersion and plume rise as functions of travel time rather than ot travel

distance, as is usnallyv done,  Furthermore, since the approach does not assume

'
1 continuous  release and  corresponding steady state the more  common
Hepersion-coetficient formulas used in dispersion modeling are of no use,
What  is requirted is a description of the dispersion ot pufts, t.e., short-
period releases of matertal  fnto the atmosphere, and in  particular a

description ot the dispersion of particles relative to thetr center of mass,

A usetul summary of what {s known about atmospherfc relative ditfusion
i« provided hy Giftord (1977), Based on the discussion of Giftord, it had
Peenoexpected prior to the analvsie of the data that o and 3, would vary
approximately as the travel time rafsed to the 1.2 power, and a preliminary
ver<sion of the model incorporated this Lehavior along with the assumption of
ne plume rise. Inftial comparisons of preliminary model predictions with
shaervations {ndicated, however, that these assumptions were {n error and
regufred moditication, In order to determine the necessaiy changes, 50
individual plumes (29 727 plumes and 21 DC-10 plumes) were identified for
nalvsis and were, in eftect, used to determine the dependence on travel time
oy, and o as well as of the hefght of the plame (7 ). Tables 3.3 and 7.4
present the data for these 50 plumes,

The data presented in these tables consist of the vector mean wind
spred uoand vector mean wind direction 0, rthe ambient temperature ., the
estimated No, photolysis rate EA obtaitned from pvranometer measurements using
Fg. .11, ambient N()x and 04 concentrations, peak plume concentrations of NO,
Ny NOy,oand 0y, the contribution trom the afrcraft plume to the NO - and No,
dosage, the estimated travel time of the plume between release and' passage
over the monftoring site, and the obscrved eftective plume width o) at the
monftoring site. A brief explanation of how these quantities were determined
is tn order.

Appendix 2 contains a discussion ot the difterent methods ot averagiog
wind speed and direction and contafns formulas with which varfous quantities
may be computed from a set of observed wind-velocity vectors, Since wind
speed and direction were measured at only one location, near the monftoring
site, the determinatifon of travel time and of the vector mean wind velocity
involves some degree of approximation, In practice, atter determinfog the
arrival time of a given plume, a back tralectory was computed using the wind
speed and direction measurements for cach second prior to thte arrival time.
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Table 3.3 727 Analysis Plumes®

Peak Concentration {ppb) Dose (ppw-s)

Flme " 8 T % [NO ]. 103)‘ t %h
Mo (m/n) (deg.) ) (-rn") (pvg) (ppb) NO  NO, NO; Oy NO NO, (s) (m)
) 144 321.7 0.0 0,338 1.7 12.4 50 54 3 8 f.515% 0.10) 600 22.5
A 2.9 40,7 10,8 0,138 1.7 32.8 89 76 - [ 3.061 0.940 600 316.1
3 4,07 294 .8 in,? 0,319 2.9 3.2 56 a1 25 11 4.482 1.923 130 117.6
“ 1.R9 284,22 10,7 0,139 2.4 32.2 1 119 48 5 6,516 2.387 119 56,4
) 7.ah 241 .4 28,0 .19 13.1 19.2 219 294 7% - 6.395 31.223 26 175.8
¢ 6.9%4 264 8 pLIY N,328 24,2 22.5 259 348 B8 }) 5.199 1.992 6 44,1
* h.OR 2652 .4 0,281 9.1 16.3 205 269 60 i 2.497 0.619 19 27.7

! LYY 281 .0 15,0 0,288 3.9 21.9 249 130 B3 2 2.719) 0.469 40 22.5% N

v 5,94 27e.9 19.2 0,301 14.9 21.5 281 322 69 1} 6.434 1.774 48 %4 .R
i S LU9R 281 .Y 16.0 .35 14, 2.6 108 192 R4 7 4,769 0.705% 52 6.1
i 671 295.n 16.3 0,318 15.4 32.0 206 259 S$3 5 6.247 1.26% 68 84.%
N L 2004 16,5 1,318 L.n LI 106 149 41 5 1.700 0,502 17 5%.2
il 12 298 .1 6.4 N, 319 1.6 35.10 18 87 9 6 1.851! 0.480 A9 972.2
I LA JAR L. 16 .6 0,320 2.5 311.0 15% 04 49 3 2.0%8 0.384 53 S1.0
i S.81 29A.9 17.8 0.121% Va1 35.9 129 172 3] t 3.327 0,656 92 64 .0
i# .81 32,3 {A.0 0.3136 12.1 41 .0 72 93 21 [ 0,842 - 207 57 .4
17 LI 197.% {R.0Q 0N.25%% 16.R 319.4 159 192 33 6 9.309 0.3413 73 98.1
I LIS L M14LS i7.9 0,211 14.9 29.6 14% 170 %5 - 4,627 0,281 T4 81.2
14 H.!H 39,5 i7.8 0,212 20,0 17.3 79 98 19 & YTobk? - 128 A5.6
NE 5.7% 298 .9 17.4 0,200 34 i EL PR m 98 28 7 - ~ 92 28 .
N 7.7 2941 17.% 0,131 20,0 37.4 215 254 39 - 2.590 0,222 72 57.9
S 7.82 2R8.4 18.7 N.298 18.9 36.% 152 17 21 ? 1.207 - &7 b1 |
AR bH,h7 291 .6 17.7 0.32) 13.2 35%.8 20} 215 1% 5 2.657 0.292 [.14] 9.4
ArY 59.91% 287 .7 18.0 .299 14,7 %7 446 437 92 - 5.034 0,.45 61 17.R
AR 4,29 292.9 12.7 0.270 3.5 30.8 214 26) 49 2 5.640 1.044 51 7b.S
Je R 294.9 17,9 0,288 33.1 38.3 176 202 26 9 1.849 0.501 &b 50,1
R b, 70 R1.,7 18.0 0,295 8.8 311.6 181 154 73 4 1.242 0.701 46 61,1
R 1,27 953 1R} 0.283 4.0 13.5 109 150 41 3 2.612 0.578 (3] AR .6
e 1.7 71,0 181} (.280 7.4 3.9 228 300 72 - 1.969 0.501 35 |

*See text for explanation of symbols and headinga.

"A danh () fndicates a negative value,

GRS . - [
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Table 3.4 DC-10 Analveis Plumes”

Pesk Concentration (ppb) Dose: ppasec

Fioame u ] T L tno 1, loy)* t a,
N (m 8 (deg.) (*°c) (afn"}) ppg peb ND NOL NO, oy NO Nri, (s) (m)
i 2.0 TN} 9.9 0.338 1.7 32.8 152 62 - 14 1.004 0,386 KOO 3.1
N 2.8 1.8 11.7 0,337 1.7 35.9 15 13 - 18 F.2600 0,20 AN b4 2
3 t.69 267.2 le.2 0.289 14.4 21.9 0 351 A 3 4,187 1.0 37 36,2
« A0 2613 4.6 N.294 6.8 21.9 460 541 an - 5.671 1.62) 35 26.R
5 N JRA.4 15.4 0.307 15.1 24.0 124 Ale 2 - 12.73 1.597 50 42,0
" 7.5 293.4 16,7 0,320 22.1 36,1 (3} 747 92 - 16,774 1,814 58 7oK
: 6,82 2908 16.9 6,321 4.9 7.3 882 1005 123 1 14,029 1,98 60 32.1
% h.h3 314.8 12,2 n.326 16.0 36.3 9% 106 2 6 1.965 - 318 Al.3
9 R.la 296, 1 17,7 0,126 29.1 37.0 590 632 82 0 22.646 3,110 61 14,3
v (ISR 301.8 7.9 n.310 4.8 19.2 iLY 438 51 - B.196 1,468 10 sl.6
1 L 3.0 17.6 0,251 20.9 4.1 218 256 3?7 1 B.R4h 1,214 238 1442
% L) 299.2 17.7 0,208 432 17.9 633 71 77 - 7.195 0,768 b4 .3
1 7% 296.9 7.8 0.167 20,0 38.8 3N 493 59 - 11.011 - 69 62.0
e bR 33,2 17.6 0.146 19.6 1.6 a1l 668 L) - 9.962 0,130 85 19,7
18 WS 289.5 18.1 n.199 1.7 32.3 724 B2B 104 n 16,468  1,h44 3] 56.2
is R, 91,4 18.1} 0,204 .7 29.7 782 891 109 - 14.977  1.83%0 93 61,3
e R oot 302.8 17.8 0.264 20,0 6.4 556 62R 2 1 13.685%  0,R4B Rl HR.9
o LR 291.6 17.% n,227 7.6 31.9 50% 581 8 - 9,314 1.3} oh “h,3
19 bk 29,2 8.3 0.280 12.% 7.8 183 B6O 11 - 17,00 2.0k 7 4]1.9
N 1.8 INS.9 4.6 n.304 9.7 22.8 718 792 T4 - 30,58 4,191 Q1S 102.8
M 1.0 Yali b 6.0 n.314 B.6 3.8 Nz 780 67 1 22,200 3,450 A0 15,3

“iee text for explanation of syabals and headings.

PA dash (-) {ndicates » negative value,
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THe trajectorv was continued until efther it intersected the runway axfs or
n 10 seconds had elapsed.  The estimated travel time {8 sfmply either the time
trom the beginning of the back trajectory to the intersection with the runway
win or 600 seconds,  The vector mean wind speed and direction for the given
plume were computed trom the set of one-second speed and direction values that
comprise the trajectory according to the formulas in Appendix /. Figures 1.5
and  Y.b fllustrate the results of these computations for two ot the 50
analvsis plumes, 727 plume no, 4 and DC-10 plume no, 11, respectively. In
those tigures, the circled cross indicates the location of the monitoring site
and the small arrow denotes the mean wind velocity vector determined trom the
trajectory,

The observed effective plume width o; at the monftoring site was
computed bv the following technique. The arrival time of the plume was first
computed as a concentration-welghted time average over the period during which
the N0 concentration was greater than one-tenth of the peak value:

Ew,ti
Yare ™ Ni» (3.39)
where
l\mx]1 -~ (lN()x]mx/ln)
vy * max (3.40)

]

The observed variance in arrival time corcresponding to the mean defined by Eq.
3.39 {s defined by:

- 2
w (t, -t )
OZ - i 1. arr (3.41)
lw‘

and the corresponding eftective plume width fs given by

= 1.18L woy (3.42)

N
In Eq. 3.42, u denotes the vector mean wind speed and the factor 1.188 cor-
rects the value of 9, for the fact that only concentratfons greater than
lNUx}max/lﬂ were considered and, therefore, a slightly low estimate of g, is
obtained. The factor 1,188 {s aimply the ratio of the true standard deviation
nf a Gaussian distribution to the value obtained by integrating only over the
regfon of the ditstribution in which the value i{s greater than one-tenth of the

maximum:

2 s xz WAS
"LI8R = o — exp | - 3(5) |dx (3.43)
-8 /2n0 °

e M B SANRBIY 1 ST v e b 1 = —— RTINS
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where & = 2 1465 is the distance on efther side ot the peak at which the dis-
tribation drops to one-tenth ot the peak values  The quantityv o computed trom
Fg. 3,41 is an estimate ot the integral in the above expression,

In Tahles 3.3 and 3.4, the temperature and NO, photalyvsis rate require
no tarther explanation, The ambient NO and 0y cnnr:-n!r;nirms were estimated
as averages over the values on efther sfide of the plume,  The poeak of a plume
was Jdefined as the time of maximum NOL canceatration, and the peak concentra-

tions represent averages over three successive points centered on the peak,

The N(l‘ and NO, dosages due to the afreratt plume were estimated as the
ditterences bhetween the total dasages over a perind of time spannifag  the
passage of the plume and the dosaves that would have resulted trom the ambfent

concentrations alone over the same time period.,

It should also he noted that tor modeling purposes, the coordinates ot
18.8), tinal
(-1978,5, 29:6,1), In the same wordinate system the coordinctes, in meters,

the endpofats ot ranwav 2R we' -, fn meters: fnitial (124,77,
o the monftoring sfte were (456,01, -BO,5), The tirst number of each pair
cortesponds 1o the x-coordinate ; and the second to the v-coordinate. The
il was chosen arhitrarily, and the x- and v-axes were taken along the east
and aorth directions, respectivelv, Based upon ohservations, afrcraft were
assumed to hepin takenff at oa point 40 meters from the inftial end ot the

Tunw.ay,

Netermination of 3h(t). The concentration protile across an airceraft

plume s expected to he Ganssian on the averave, and it horizontal profiles
are examined for various hefghte abave proand, the shapes as glven by the
wtandard deviations at the difterent hefghts are expected to be approximately
tthh wame, Assuming no dependence of Ty, on altitude, {t should be possible to
extract intormation about o trom the ohserved shapes ot the peaks measured at
a4 stationary location as the plumes pass hy, This approach was adopted fn
this work.

An ohserved peak shape represents a section through the plume at an
anyle that generallv ditfers from 907 and also represents the superposition of
contributionsg trom a4 conceptually  large number ot putts having sliyhtly
ditterent travel times. For these reasons, the observed staondard deviation
tor a4 particular peak does not directly correspond to gy The angle at which
an atreratt plume passes a monftoring site 18 well detined o a model that
tasumes a4 anftorm wind tield, but {n ohservational practice is poorly detined
and difttcult to measure hecaase of  turbulent fluctuations in the wind,
vapecially those larger eddies that give rise to signiticant meandering.,
Several tnstances mav be tound in the analyvsis plume data ot Tables 3,3 and
1,4 in which the back trafectory computed from wind measurements at the
monjtoring site dfd not {intersect the runway (the 600-second-travel-time
casges), In these cases {t is presumed that the wind measurements simply did

not reflect well enough the wind variation that actually took place along the




L Iy any eventy lacking yvood intormat ion about the onrle o

Gt bt e, 0w decided stmply o to examine the time dependencs

fhe shaorved plume widths without cotrection for thie ettect, Fijare 3.7
'

Sroews g o e vl time s where RPN AN cstimated from o, weing:

' P 1, T
W v b i eatt wpecatic srtandard deviation dae o enpine placciment

S I PR U B Al s whown ot Piyare e the correspiontic s

e de o Dree s o whancts o regpends to e time dependence piven b

i
) (Lo (3,0,
wrihoh Y I Thiee v ot tent a0 was deteamined not by restegaion analysie.

v by T bt ratter by ranndng 1 wpecialived version ot the model noing

Car o cabaes ot nad qedeeting as the o optimam valoe that o which rave toe

et st enent Wit h e obhgerved stangard deviations., In this wav the mode!
-t tuned” to roproduce observed plume widths,  The value of o that recalted
tro s analveis wan [y withoa o standard deviation of 0,0, Thee wylaes

Lt b o coetticient and exponent . respectivelv, were then fided in
i he et the correspondicge time dependencies ot 5, and the plame heiyett

wete e tiyated,

RETE IR B ¥ propatatian ot this  ceport, an alternative  method ot
e W devieed tor o the examination of  the time dependence ot the
TR L PR R N SORCRETIN Afthouyt the results of this analvsis were not ased in
e et eeent st vatidation ot the madel, they are sutticientlv interesting

’ Yy K e Yo .
Coonbdbe e ddistribation o pollutant orjented alony the voaxis o

N w - T .
o v“}(n‘»l)‘x‘/'./,H/J,) (3,40)
1 T{x .
[ et A =\ (3,470
[ o N H
b
)
1 } 1 {z+HY"
[ S LA s X - -~ (34K
s \/ 0 S ) 8]
('r) 1 L
’

o Pt et e notes the quant ity ot pollatant per it Tenpth o alony the
S pred o assumed  conetant Alony  the  plame, Imagine  crossing,  thisg

dtatrthation alony g Hoe that ts at yround tevel (z = Y and makes an anyle

with thy v oaxis,  The observed concentration disertbation slomge this Fime will

,‘ P oitestas o with an ettective standard deviatfon Ity yiven hy:
' /e ' <
Crt ", in (3.549)

V
”*
¥
¥
1




76

500 —

o 105693

10 T T T TTT T T T

10 100
Travel Time (s)

Fig. 3.7 Dependence of Plume Width on Travel Time

T

TT7]

1000




L.

77
the maximum concentration at x = 0 will be given by:
( 2
. !, . 1 /H i
: PO Y Y
max na o, M1 o
z'h Fd
and the inteprated dose D by:
l o
D = e K =00 )d e
u sind [ Clx,v,z=0)dx ! !
S
or
2t 2
D= ‘o ex L (1.52)
B e e e et e e e = e —— PR
N L 2\o
(2n) u si{ndqg 7/

From these expressions, one tinds that:

. >
LI . 1/2 9%, NPIRTIN r
i 5 e exp |4 5{=s (1.5%)
- ‘0 "2
and
C b
P . - y .
Smax ettt e 2 0, 19k (3.54)

ul)

These results imply that something might be learned about the time dependence
ot oy, o9, and the cttective plume height by plotting the quantity J‘;/lll)
agatnst travel time, taking gy to he an estimate ot Jeppe  The usetul teature
of  this approach is that the angle 9 at which the plume approaches the
stationary monitoring site does not appear and need not be known.  Kssenti-
ally, both 13;] and the inteprated dose depend on 9 {n the same wav and this
tact allows the n-dependence to be removed.

In applving Fge 3,93 to airceraft plumes, a problem arises in that the
quantite ot pollutant per unit leagth, Q. , is not strictiv constant along the
prume, belng wiven by /v where @ s the (constant) emission rate and v is the
atrcraftt  speed, In addition, e exact pottion of the takeott plume that
passes  over  the monftor can only be poorly estimated althoupgh it would
presumably depend upon the travel time.  About the best that can be done is to
plnt o;\/uh versus travel time tor specitic afreratt tyvpes and assume that 2,

f8 not strongly dependent on travel time,

The results of these computations tor N”x are shown in Fie, 1.4 tor
both 727 and DC-10 afrcraft, along with dashed lines corresponding to power
law dependencies with an exponent ot 1.2, The consfstenev of the points with
this time dependence is clear. It {s tempting to attribute the ditterence
between the two lines (or sets ot potnts) to the ditference in emissfon rdates
between the two atrerafe, The DC-10/727 NOy emissfon ratio = 23 tram the

———— s
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data in Table 3.2, while the ratio of values taken at any given travel time
from Fig. 3.8 1s 3,8 ¢ 2.0 (uncertainty estimated visually from the figure).
Thus the numbers are not i{nconsistent with each other, and this interpretat{on
of the difference hetween the lines is consistent with the data.

The exponential factor on the right-hand side of Egq. 3.53 {s not
expected to depend stronglvy on travel time, and the main dependence on travel
time is expected to come from the product g,0,. [f the dependencies of each
factor are assumed to be the same, one obtains a time dependence of t-° b for
both standard deviations, {in (perhaps fortuitously) good agreement with the
result of Fig. 3.7.

Equation 13.54 provides an interesting check on the assumption of a
Gaussian distribution within afrcraft plumes, Fverything on the left~hand
s{de of this equation is known, i{f o; is use’ as an estimate of Oaffe U§1ng
the data in Tables 3.3 and 3.4, the average values of the quantity Cmaxoh/un
for 727 and DC-10 afrcraft turned out to be 0,53 ¢t 0.18 and 0.47 1t 0,17,
respectively. The uncertainties represent one-standard-deviation values based
on 24 and 18 plumes, 727 plumes no. 1, 2, 5, 12, and 20 belng omitted and DC-
10 plumes no. 1, 2, and 21 being omitted. The results are not statistically
different from the expected value of 0.3989, and the data are therefore
reasonabhly congistent with the Gauss{an assumptions.

Determination of o,(t) and z (t). An examinatjon of Eqs. 3.28-3.31

shows that the effects of the dependencies of o, and z, on travel time are
closely related to each other and, as a practical matter, must be considered
jointly. In addition, due to the absence of pollutant and meteorological data
for other monitoring sites, and especlally for other downwind distances and
heights above ground, the quantities °, and z, could not be uniquely
determined in the abseuce of addi{tional external assumptions regarding their
behavior. Given such assumptions, discussed below, the procedure adopted in
this work was to estimate the time dependence of g, and z  such that the peak
NOx concentrations predicted by the model were in agreement, on the average,

with observed peak concentrations.

The initial step in the analysis was to assume that oz(t) - oh(t), that
z, was constant, {.e,, there was no plume rise, and to compute the ratios of
model to observed peak NO, concentratfons for the analysis plumes. These
tnitial calculatfons showed that under these assumptions the model
overpredicted by a factor of about four for travel times up to 80-90 seconds
and underpredicted by a factor of about (0,2 for travel times above about 130

seconds.

The next step was to assume that the plume rise could be described by a
modifled form of the expression given by Yamartino et al. (1980):

bz

o = a(tIH () (3.55)
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- | AN Lt}
H(t) - bt {3.56)
I these equatfons, a {s a function of time to be determined, Hy(t) is the

vamartino plume rise formula, h, 18 an aircraft type-dependent coetfictent,

od poand qoare M3 and 1, respectivelv.  1n addition, o,(t) was assumed given

no (1) = oa(t)ay(e) (3.57)

where 8(t) is another function of travel time to be determined. The ratio a/B
it several travel times was determined by running the mondel for a range of
values of a and A, plotting the ratio R of model to observed peak NO,
concentrations against a for each value of B, for several different plumes
wranning a ranve of travel times, and finally tdentifying by interpolation the
“alue of a that, for given travel time and value of 8, would result in R being
voual to uaftv. Tt was found that for travel times below ahout 70 seconds,
the optimum ratio a/f was independent of B and its graph was linear on log-log
caper, indicating a power-law dependence on the travel time given by:

; - K.sa 02 (3.58)

witn a correlation coefficient of t = -0.99. For travel times greater than 70
<e.onds, the optimum ratio decreased with time more rapidly than in Eq. 3.58,
and a definite dependence on the value of 8 was apparent.

At this point, {t became necessary to Introduce an additional
aswumption in order o separate the effects of o, and z.. In effect, the
assumpt ion adopted was to require g,(t) to vary with travel time as tl‘j‘ for
<hort  travel times. From Eqs. 3.57 and 3.45, this {mplies that for short
travel times, B(t) must vary as t 74 and, therefore, from Eq. 3.58, a(t) must
vary Jds :'“'{” Given these short-time dependencies, the following functional

torms were assumed for a(t) and 8(t):

t—“'lﬂ
alt) « 22 (3.59)

glt) = —552:76

R
8

Thus the short-term time dependence required by the above considerations are
followed, but the passibility of different dependencies at longer travel times

(3.60)




T e w*‘-

81

is allowed for. Furthermore, the ratio a/c must equal 8.59, from Eq. 3.58,
and we make the additional assumption that a i8 unity, corresponding to the
assumptfon that the coefficient h, in the Yamartino plume-rise formula is
correct for short travel times. These consideratfons imply that ¢ = 1/8,59 or
that ¢ = 0,116,

The values of the remaining parameters, b, d, ty and tB’ were estimated
on a trial~and-error basis because of time and budget consatraints. The final
expressions for a(t) and 8(t) that were i{mplemented fn the model are:

(t/soconds).o'la

I + (t/16.62 secnnds)n'b

a(t) = (3.61)

4

N.74
0.30

0.116(t/seconds)

1 + (t/7.] seconds)

B(t) =

(3.62)

The expression for a(t) gives rise to a very broad maxifmum in Azo(t) at a
travel time of 101.5 seconds. In the model, the plume rise was assumed to
remain constant at the maximum value for travel times greater than this. The
asvaptotic long-travel-time behavior of oz(t) that results from Eqs. 3.62,
3.57, and 3.45 is a power law with an exponent of 1.0,

The results of a comparison between observed maximum NO, concentrations
and those predicted by the model with dispersion coefficients and plume rise
given by Egs. 3.45, 3.55-3.57, and 3.61-3.62 may be summarized by stating that
the average value of the ratio R of predicted peak concentrations to observed
peak concentrations is 1.3 ¢ (lo) 0.9 (N = 46)., However, an examination of
the individual results for the various plumes reveals two features that
indicate that the predictions could be further fmproved and that somewhat more
optimal descriptions of the dispersion coefficients and plume rise could be
found.

The first feature 1s a residual variation of R with travel time. If
the results are aggregated according to whether the travel time is greater or
less than 100 geconds, one finds an average ratio for travel times less than
100 seconds of 1.4 ¢t (lo) 0.7 (N = 37), and an average value of 0,8 ¢ (lg) 1.7
(N = 9) for travel times greater than 100s., The very large standard deviation
in the last result is due almost entirely te two 727 points at 3.5 and 2.5,
the rest being very much smaller (the largest remaining value {s 0.41, the
next largest 0,20, and the average of these remaining seven points is only
0.16). Although no firm conclusions can be drawn because of the scatter in
the results, the trend towards underprediction at longer travel times seems
clear,

The second feature {s an apparent difference between aircraft types,
1f average ratios are computed separately for the two aircraft types involved,
one finds that for 727 plumes R = 1,73 £ (lo) 0,74 (N = 22), and for DC-10
plumes R = 0,90 £ (lo) 0.28 (N = 15). 1In these results, plumes having travel
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times ygreater than 100 geconds have been excluded.  Although the scatter is
such that the regions of uncertainty overlap and no firm statistical conclu-
siong can be drawn, the apparent differcence in performance for the two
atrcraft s sufficiently great as to suggest that {t may be real.

On the whole, the model appears to predict peak concentrations at the
monftoring site relatfvelv well, with the caveata just discussed. Due to time
and budget constraints, additional tuning of the model, including comparisons
ot predicted and ohserved No_ doses, could not be performed although the
predictive power of the model would certainly benefit from them,

1.2 MODEL VALIDATION FNOR ONE-HOUR PREDICTIONS

The matn objective of the model-development and validatfon phase ot the
program was a model sultable for the estimat{ion of oane-hour average N(1,
concentrations from atrcraft., As explained earlier, the approach adopted in
this work was to compute the contribution from {ndividual takeoff events and
sum the results. This section describes bath the manner in which this is done
bv the model and the validation results.

1.2.1 Multiple-Plume Model Description

In most dispersion models that compute one-hour average concentrations
of some pollutant, the assumpti{on {s made that the meteornlogical conditions
are constant over the one-hour period for which predictions are to be made,
The same assumption was made fn this work, and since individual afrcraft
plumes are assumed to be fndependent, the contribution from each type of
alrcraft to a one-hour average concentration may be estimated by computing the
contribution from one takeoff event and multiplying by the number of takeoffs
by that type of afrcraft in an hour., Thus the computational burden mav be
significantly lessened.

The multiple-plume version of the model! computes total aircraft-related
NO, and N0, dosages (ppm-s) for onc-hour time periods, and obtains the
corresponding average concentrations by dividing by 3600 seconds. The number
of each type of afrcraft that take off in cach one-hour period may be provided
by the user, or a default distribation may be used that s contained within
the model ftself and {8 based upon 10 hours of direct observations of takeoffs
on runway 32R at O'Hare International Afrport. The default distribution is
given tn Table 1.5, This distribution {s not {intended for use at other
alrports, nor even for other runwavs at Chicago 0O'Hare. The frequency
distribution ts ditferent for each airport and for cach runway {n a given
alrport and depends on a number of tactors, including the length of the runwav
and the proximity to the varfous gates used by different commercial carriers.
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Table 3.5 Default Afrcraft-Takeoff Frequency Distribution?

Alrcraft

Type 747 737 727 707 DC-9  DC-10  L-1011  Misc.P

Total

Average
Takeoffs
pet Hour 0,1 2.0 13.9 2.5 4.4 4.6 0,13 8.5 3.3

Petrcent
of Total 0,28 5.51 38,29 6.89 12,12 12.67 0.83 23.41 100 .00

ABased upon 10 hours of observations on runway 32R at Chicago O'Hare
International Afrport,

hHisc. tncludes small private and commercial jets and propeller aircrafe.
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1.2.2 Multiple-Plume Model Validation

For model wvalidation purposes, 31 distinct one-hour periods with
relatively constant wind speed, direction, solar intensfty, and ambient ozone
voncentration were ldentified. These periods were also chosen 80 as to provide
a range of numbers of takeotts per hour; the individual afrcraft types could
not be fdentitied, but the number of distinct jet-afrcraft plumes could easily
be determined by inspection of the data. The default distribution given in
Table 1.5 was used to estimate the pumber of each type of jet aircraft that
took ott {n ecach one-hour perfod, Table 3.6 shows the pertods selected, the
vvc) and direction
), the wind-velocitv variance components perpendicular (o ) and parallel

number of Yet plumes observed, the vector mean wind speed (V
Ceee &

(0.) to the vector mean wind velocity, the observed and calrulated afrcraft-
related N”x and NO, one-hour dosages, and the average ambient ozone level,

Figures 3.9 and 13.10 represent plots of calculated versus observed
houriv aircraft-related dosages for NO, and NO,, respectively. Only points for
which bnth calculated and observed dosages are nonzero are shown. As can he
seen from the data in Table 3.6, several periods were found for which the
calculattons  indicated no effect. In all ot these {instances, the wind
direction was greater than 307°, corresponding to winds blowing nearly along
the runwav axis, In these cases the geometrv of the runway direction, wind
direction and monftorfing-<ite location {s such that little or no eftect is
expected it the plumes travel in straight-line trajectories, These results
fandicate that meandering or some systematic perturbation of the wind field is
causing the plume trajectories to deviate sufficiently from linearity to cause
the plumes to attect the monftoring site but to also give rise to wind
directions as measured at the monitor to be systematically in error. This
points up the inadequacy of monitoring the wind velocity at only one point and
attempting to derive tralectories from those measurements, at least in the
near-critical geometrical contigurations. The same effect can be scen for some
ot the individual plumes described varlier in Tables 3,3 and 3.4,

The solid  lines on Figs., 3.9 and 3.10 represent the results  of
regression analyses run on the two sets of data, atter discardiag those poiats
for which the predicted values are less than 1,0 ppm-s. The regressfon
equations that correspond to those lines are:

Calculated Observed
Nl)x Dose = ~146.27 + 1,570 x NOX Dose (1.61)
(ppm-s) (ppm-s)

9
with a correlation coefficient ot 0,872 (R° = 0,76), and

Calculated Obgerved
N0, Dose = -1,67 + 1,171 x| NO, Dose (3.64)
(ppm-s) (ppm-s)

T e YR iy 4




(STAY LAl NRT 9y cut et oL ne el 179°1 9°G0L a*¢ 12 11/¢62
gty [l ut o 66" 171 96° 67 1991 L8671 H°60¢ (R w1 1/eel
(euto AR IV {Y* by 17 8l BOL° [ 66° 1 0 Lue (They4 4 S1/96C
UV Uty AV $8°6L (S B 4 98Z° 1 0261 LARYAY HoE g1 t1/Lot
SE ut nto 1M AN 70°6¢ glc*1 08L*t1 9°6l% 9°y 61 CL/E08
IS IARY] I DY U L1o1we 19° 7Y 80Ut 1 H1e1 B vlt 1387 6C [/ent
CINIEMY] ULt et 9.t Lo wel 11798 (8U°1 [ PAN ST 16 [ St g1/00t
QU0 vt ot ul*igl #G° Lt 8611 cLitl 661t 9°y uZ 41/00L
gcu® U utu Ut 1g*cil SET 6t 14 1 Y61°c $*gUL LY uc $1/00t
goutu Gty Uty L8t L 17 rAGRL] S 671°¢ §* L0t 9 6C v1/00t
[Tutu Uty ut e 1099 PR A IAYAN 6LC°C LTt $°9 11 £1/00t
9Zuu utu ure £1°221 £ 9¢ el 701 ¢ 9° 0z 9°9 91 /00t
SIvTu [EV (INE %6° 181 1wt 1y SLY°1 netl AR XA 1°8 214 11/00¢
570U 0o Utu L 89 kTR S1e 1 (2671 £l 6°9 a4 80/00¢
4NV utu ut g {966l g/°tt 16t°1 £8Y° ¢ [ 6°6 174 LT/667
LTVt L 00 Uty L0yl S0° 0t 196° 1 g8t " ¢ £Tolt £ 6 9z 91/66C
Tl y utQ Ot G 70 11 L0 1T 769°1 ig%° ¢ 6°L0¢ %01 91 T/662
tLut o ly° L6 96° Ct Ly vy S6° vl 66671 6(C°1 0°80¢L 1°t 60 1/S6C
siu*e B6°SLC 99° (¢ BL°661 90° 9¢ 1101 (44 M L° 667 0% ¢ 0t ul/e6t
SZutu B e 9 80" ¢ GG g1l LR (B A S1s° 1 £° 00t 6" 0z L1/00¢
120°0 £t 91e 66° (¢ L1641 Z1°9¢ viv°1 ove e g8 €0t ¢tot 87 v1/667
Zlutu 4907 09°9¢ 26 6U¢ vttt 8¢9°1 (1194 87 C0¢ Lot 8¢ £1/66C
g10°0 (S A FACMRY £E9t(c (V- ArAt 99Z°1 ¢1L° e 9°60¢ u‘é 6 60/662
S1G0 2LT6L] VA LA A 7y 62 (04 A LU0 ¢ 0°Tut v°8 07 80/667
L0 0 8" 66 304 65° 8t ety L1611 %901 8°19¢ 1*s 2 S1/86C
Leot o 20° 98y I 96° (9 16°1¢ 081 %60 ¢ [AALS 8° L 6 91/%62
ututu 19°6/ ue* vl ARAY 88° w1l XA ARt 2081 L°667 08 01 91/£67
cLutu PASE E R {Y° 8t T 121 [ ‘11 g16°1 gl0° ¢ £°t6c 6°9 14 st/tel
Lot u C6°(9¢ % S 86° L1 76°62 (66°1 66U ¢ 8° 667 8°9 ®C 2l/t6l
1ot G [1°6ytl Yl*bt 109Ut 1A 9 et FA - 6° 10t L°Y 1l e1/ee6
ST0t 7Y 0wl et e? Litod 9L " 1¢ Teust t1ctt [ 99 e 60/L6C
(udd) s Cux *on CON_ (s/m)  ($/w)  ("Eap)  (s;w)  sjjoawer  awjl
v ; : ! i 294 REY . ,
[t palv ol PIALASY() < o v A T ON ‘ared
RY.AES PYFAY
s--wdd ) SaBRSO(
SLTHROY DUE SPOT1dG UOTIUPLIE Y IN0H-AUCG 4t { algv]l
- . li‘lj
N -

- et s teg

-




86

ys-14.27 + 1.570x
R%2=0.76

Model Hourly NOx Dose (ppm - sec)

’ o T ] T ] T )
0 40 80 120 160 200 240

Observed Hourly NOx Dose (ppm - sec)
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Fig. 3.9 Predicied versus Observed One-Hour NOx Dosages
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y=-167 + 1.171x
R?= 0.39

Model Hourly NO, Dose (ppm - sec)

o
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Observed Hourly NO2 Dose (ppm ~ sec)

I i Fig. 3.10 Predicted versus Observed One-Hour NO2 Dosages
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discussed earlier, the model should be regarded as only partially optimized
and independent data on plume rise and on the horizontal and vertical rates of
plume growth would be of particular value in any further optimizatfon and/or
validation work. In general, however, the existing model can be considered
applicable to sftuatfons in which pollutant concentrations due to alrcraft
takeoff events are to be estimated at locations in the vicinity of a runway at
any major airport or air base.

The second factor restricting the applicability of the model is that
only certain types of afrcraft, specifically the common types of passenger
aircraft used by major commercial carriers, are presently included 1in the
model. Extension to include other types of aircraft, including military
aircraft, can easily be accomplished. With regard to one-hour concentrations
specifically, the model requires the user to specify the number of takeoffs of
each type of aircraft for the hour in question, A default distribution is
currently {ncorporated in the code for use in the event that the specific
distribution is not known. This default distribution is suitable only for
runway 32R at Chicago O'Hare International Airport, and not for any other
runway at O'Hare nor necessarily for runways at other airports or air bases.
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4 AIRCRAFT HYDROCARBON~EMISSION CHARACTERIZATION

4.1 INTRODUCTION

Jet aircraft engines, like other scurces involving the combustion of an
organic fuel, emit hydrocarbons. Total hydrocarbon emission rates of several
common jet engines for varfous aircraft operations are shown in Table 4.1,
(1980a). Clearly, the taxi/idle mode is the

reproduced from Yamartino et al.
Table 4,1 does not

predominant source of aircraft hydrocarbon emissions.
provide any information on the chemical nature of those hydrocarbons, however,
detailed knowledge of the chemical composition 1=

major component of the research program discussed
aircraft hydrocarbon

and for many purposcs,

required. The second
this report 1s the preliminary characterization of

in

emigsions.

The wmotivation for this work is the fact that hydrocarbons are

taportant precursors to the formation of photochemical smog. Certain types of
notably the unsaturated hydrocarbons (alkenes and aromatics),
the generation of photochemical swmog
1974), although with

hydrocarbons,
are wmore active than others in
(Finlayson~Pitts and Pitts, 1977 and Demerjian et al.,
very few exceptions all hydrocarbons are currently felt to contribute to some
The primary difference between the different types of hydrocarbon is
the rate at which smog {8 generated, rather than the eventual amount. Any
assessment of the effects of hydrocarbons must necessarily 1incorporate
information about the actual composition of the emissions. In addition, 1if
the particular composition of jet exhaust is sufficiently unique, it may be
possible to determine quantitatively the contribution of aircraft emissions to
the organfc constituents collected in ambient air at some distance from an
and thereby obtain some measure of the relative contribution from

degree,

airport,
ajrcraft,

The approach adopted in this work was to simultaneously collect air
samples at Chicago's O'Hare Afrport in the immediate vicinity of taxiing and
fdling aircraft and at sites that were expected to be free from the influence
of aircraft emissions, obtain detailed chemical characterization of those
sanples, and identify alrcraft emissions by comparison of simultaneous taxiway
and background samples, Characterization by gas chromatography/mass
spectrometry (GC/MS) permits evaluation of the similarities and differences
among the samples and allows judgements to be made as to the sources of the
various constituents identified in the samples.

4,2 MATERIALS AND METHODS

The air-sampling units used to collect vapor-phase organic compounds
from the uir st O'Hare Afrport are apecially modified high~volume air
samplers. They consist of explosion-proof vacuum motors, in-line Gilmont flow
meters, polymeric resin adsorbents, amd 3-i{n, Teflon filters with an 0.3-




Table 4.1 Hydrocarbon Emission Rates (1b/hr) of Aircraft Engines®

Engine Manufacturer
and Model

Taxi/
Idle

Pratt and Whitney, JT9D-7
Pratt and Whitney, JT3D-7
Rolls Royce, RB-211-22B
General Electric, CF6~50C
General Electric, CF6-6D
Pratt and Whitney, JT8D-17
Rolls Royce, RDal

Garrett AiResearch, TPE731-2
Pratt and Whitney, PT6A-27
General Electric, 700-2D
AVCO Lycoming, TI10540 J2B2

55.1
124.6
100.1

3011 emission rates except those for landing are from Pace (1977).

landing emission rates are computed by assuming that the landing operation
consists of 60X idle, 24X takeoff thrust (i.e.,

approach thrust (to account for the spool-down/up/down cycle).
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micron pore size. The afr sample is drawn through the filter, which removes
particulate matter, and then through a 120~gram bed of resin that callects the
organic compounds.

The resin material used for this study was Rohm & Haas Amberlite XAD-2
resin, The resin was precleaned before use by extracting for four hours at
least once in a Soxhlet apparatus, first with ethanol, then hexane, and
finally methylene chloride., Sample collection was made at a rate of 30 'iters
per minute for 90 to 180 minutes. The exposed resin was returned to the
laboratory and extracted in a Soxhlet apparatus for 30 minutes using 150 mL
methylene chloride. A Kuderna-Danish evaporator was used to concentrate the
methylene chloride extract to | mL.

The extracts were analyzed using a Hewlett-Packard 5982A GC/MS and a
Hewlett-Packard 5934A Data System, The 5930 Hewlett-Packard gas chromatograph
was equipped with a split/splitless Grob-type injection system and a 50-m
large-bore fused-silica capillary column coated with OV-10l. The temperature
program selected to provide maximum resolution of the organic constituents
started with a 2-minute hold at 20°C, followed by a programmed rate of 2°C/ain
to 110°C and finally, from 110°C to 270°C at 4°C/min.

4.3 SAMPLING PROTOCOL

A matched pair of sampling units was taken to O'Hare Airport on Jan. 9,
1981, One sampler, designated the downwind sampler, was located adjacent to
the taxiwvay leading to runways 32R and 27R (Fig. 4.1). All aircraft using
either of these runways passed the sampler, and emissions from the passing
planes plus the normal background air were sampled. The other sampling unit
was located across the airport adjacent to runway 9R. Since the prevailing
winds were from the west and southwest snd since runway 9R was not in use,
emissions from aircraft were not expected to be collected by the second
sampler. Power for the sampling units was supplied by portable generators.
The generators were fueled and operated away from and downwind of the sampling
units. Sampling was begun and terminated at prearranged times, 8o that
simultaneous J-hour samples were taken. A total of approximately 5.4 n3 of
air per unit was sampled. Following collection of the samples, the filters
and particulates were discarded.

Several similar sets of samples were obtained on other dates.
Experimentsl difficulties, particularly with respect to the need for careful
pre-cleaning of resin that had been used previously, precluded the use of
these other sets of samples in this analysis,

4.4 RESULTS AND DISCUSSION

The reconstructed total-ion chromatograms obtained from GC/MS analysis
of the two ssmples are reproduced in Fig. 4.2 along with the chromatogram from
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A sample ot raw jet tucl. Due to stight run-to-run difterences, the retention
times of the components in the upwind and downwind samples do aot match
exactlv, Laryer retention-time differences exist bhetween the components of
these samples and those of the jet ftuel sample, which was analyzed approxi-
mately s{x months atter the others. These difterences do not preclude in any
wav an accurate evaluation of either the physical or chemical similarttics and
differences between the samples,

Examination of the chromatoyrams of the upwind and downwind samnles
reveals that the latter contain signfficantly more components than the former,
and their concentrations as fudged by peak hefght are generally greater. The
more voiatile componerts that appear in the early part (10-35 min) of the
chromatograms produce identical “patterns’ and are  of very similar
concentrations in the two samples,.  However, atter a retention time of about
15 minutes, the concentration of components in the upwind sample falls off
rapidlv. The reverse is seen to be true for the downwind sample, and the
difference seems to be primartlyv due to jet fuel in the gas phase, as may be
seen by comparing  the downwind-sample chromatogram with the chromatogram
obtained from the jet tuel sample, The relative component concentrations
within the jet fuel sample and the downwind sample appear simflar over the
range of retention times from 40 to 65 minutes. (The upper trace shown in the
figure i{s the chromatogram for the jet fuel sample, the middle trace is the
chromatogram for the downwind (aivcratt taxiing/idling) sample, and the lower
trace is the chromatogram ftor the bhackground or ambient air sample.)

The chromatograms hown in Fig. 4.2 mav be compared with respect to the
absence and/or presence ot total  {on chromatographic peaks and their
intensities (peak heiphts)., In  addition, similar peak patterns or
fingerprints in the three chromatoyrams can be tdentified. A peak pattern, or
tingerprint, is a sequence of peaks whose relative intensities are essentially
identical {n two or more chromatograms. For example, the patterns observed in
the downwind sample chromatogram between the retentfon times of 36,4 to 38.0
min and 41,3 to 4kh.,3 min are also  observed in the jet-fuel-sample
chromatogram, By contrast, the pattern at 47,5 to 48.9 minutes in the
downwind-sample chromatogram is alsent i{n the chromatogram of the fet fuel and
is present to only a small extent in the upwind-sample chromatogram,

Comparison of samples bv this method does not take inta account the
fact that different components having tdentfcal retention times mav be present
in these samples. In view ot this, 4 comprehensive characterization of the
major components in these samples was conducted. The results are presented in
Table 4.2. For simplicity, the retention times of the components in the
upwind and Jjet-fuel-sample chromatograms were normalized to the values
obtained for the components in the downwind sample, A summary ot the tvpes
and number of compounds identified in the three samples {8 presented {n Table
4.3,

Examination of the {dentities of the compounds tound in these three
samples indicates they are essentially the same. Ditferences do exist, but
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Detsiled Chemical Characterization of Atmospheric and Jet Fuel Ssmples

Retent {on

Downwind Samsple

Upwind Sample

Jet Pual Sample

Tiwe Compound Peak Cowpound Peak Compound Peak

(min) ldentity Size Identfty Size ldentity Size Comments

1.l Cy-Alkene - - Cy~Alkene M

17.7 Cy~Alkyne - - -

HE Cy~Alkane - - -

1 ooa Cy-Alkene [ ] - -

P.s M 1Y - ~

.o Cg-Alhene » - -

I Toluene ] Toluene Toluene M

1.7 Cg-Alxene L) - -

1. Cg-Alkane | ) Cp-Alkane Cq-Alkane [ ]

PR Ca-Alkane tr Cg-Alkene 13 -

10.R Cp-Alkene ] Cg-Alkane Co-Alkene »

10.9 - - Cg~Alkene n

11.1 - - Co-Alkene »

11.8 Cg-Alkene [ ] Cg-Alkene tr Cg-Alkene L]

el Tetrachlorethane [ ) Tetrachlaroethane [y Tetrachloroethane N Recognizable pattern on aill
ia.é Cq-Alkene a -Alkene » Cg-Alkene ) these chrosatograms
Ta.h Cg-Alkane ] Cg-Alkane [ Cg-Alkane M

l1a.b Cn'Alﬁll\f - - -

15,8 W 1N} [ ] W 10) [ ] -

L Cz-CyclnMxnnc 3 Cz-CycloMxnnn [ Cy-Cyclohexane L]

1A.R Cq-Alkane » Cg-Alkane - Cg-Alkene ]

7.2 Cq-Alkane » -Alkane ] -

1704 - Cy-Benzene ] -

12,8 Ethyl Benzene ] Ethyl Benzene [ ] Cy-Benzene L] Pattern distinguishable
B2 Cg-Alkene tr - Cg-Alkene [ also on downwind trace
1R, w,p-Xylene L} a,p-Xylene - »,p-Xylene M

18,8 Cz-CycloMuM? - - Cg-Alkane »

19.5 Cg-Alkane - Cg-Alkane - Cq-Alkane 1

19.8 Styrene - Styrene - -

2l o~Xylene " o-Xylene M o~Xylene M

itk Cqg-Alkene L] Co-Alkene L] Cg-Alkene M Pattern present in all three
NI Co-Alkene tr - Cg-Alkene L]

a2 Cq-Alkane r Co-Alkane tr -

213 - Cg-Aldehyde or Ketone - -

2.1 Cy~Alkene [ Cg-Alkene ] Co-Alkane 1

2.3 n-Co-Alkane - Cg~Alkane - Cg-Alkane | Pattern present in a&ll three
27.R Cy-Benzene L] Cy~Bentene [ ] Cy-Benzene 1
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Table 4.2 (Cont'd)

Downwind Sample lipwind Sssple Jer Puel Ssaple
Retent inn

Tine Compound Peak Compound Peak Compo 'n’ Peak
(afn) ldent ity Slge ldentity Size Identity Size Comments
PN Cy-Cveloalkane

nr (g-Alkene ty - Cg-Alkene -
A Cy-Cvrlosluene

or ~Alkyne tr - Cy-Alkene - These cospounds differ de-
b Cq-Alhene tr - [ 0~Alkom ] tween jet fuel and downwind
23.8 Co-Alkene tr - Cm-hlk'no - sample
26 Cog-Alkene - Co-Alkene tr Cm-Alhom "
L] Benzaldehvde L] Benzaldehyde tr -
2e.S - CioNie - Cio-Alkane ]
PN -Alkene tr - -
250 Cy-Benzene a Cy-Benzene 1 Cy-Benzene ] Present in sil three
9.1 Cq-Alkene tr - -
8.6 Cq-Alkene tr - Cyg-Alkene »
2%.8 n-Propvlbenzene L] n-Propylbenzene ] n-gropylhnlnm [ ]
2%.9 Cy-Benzene - C3-Benzene » Cig-Aluene -
P 1,3,5-Trimethvl- 1,3,9-Trimethyl-

benzene - benzene - Cy-Benzene [}
bR Cjn-Alkene - - Cig-Alkene [
26.8 - - C,-Cycloalkene »
7.1 Cy~Benrene . Cy-Benzene » Ci~Benzene [
7.4 Cyp-Alkane [ Cip-Alkane - -
27.6 Cin-Alkene - ~ Cip-Alkane
PN - Cip-Alkane - Cip-Alkene [}
IT.8 - Cy-Alkane tr -
A1 Benzofuran - - -
8.2 - Cyp-Alkane tr Cip-Alksne [
.. C3-Benzene | Cq-Benzene " Cy-Bentene L]
28,% cl_,;uhene 13 - cm-unne [ )
28,7 C}, -Alkene - Cm-klhno (34 C‘O-A)htno ('Y
9.0 C;~Aluene [} - -
29.0 Pichlorobenzene - Dichlorobenzene [ ] Not in jJet fuel
29,5 Cip-Alkene = - Cjg-Alkene L]
29.8 Cip=Alkene L] - -
29.8 C,-Benzene » Ci-Dentene ty Cy-Benzene L]
3.4 n-C, -Alkane ] n-Cy y-Alkane - - Cl°~Anum absent in jer fuel
3i.b C,-8enzene L] C,-Lnun- [ ] -
.8 €, -Benzene - - C,-Benzene t
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Table 4.2 (Cont'd)
Downwind Semple Upwind Sample Jet Fuel Sample
Retention
Time Compound Peak Compound Peak Compound Peak
{min) ldentity Sige ldentity Sise l1dentiry Stze Comment s
V.o Cy-Benzene L] Cy-Senzene - Cy-Benzene »
3.2 Inden [ ] 1ndan tr -
3. C‘O-AIIOM tr Clo~hll-m (34 -
W.? C,o-‘runm 1 cm-‘l‘unm 1 -
3. Cyp-Alkene tr - Cw-uhm ]
2.4 Clo=Alkane [ Cio-Alkane - C,-Cycloalkane
32.6 - - Cio~Alkene »
2.7 - - C)j~Alkane -
3.9 C,-Benzene n C,-Bentene [ -
.2 Cy-Benzene - C,~Benzene [ ] Cyy~Alkene - C,-Benzenes present fn upwind
1.4 C,-Benzene - Cy-Benzene [} C,-Bensene - and downv’nd ssmples as a
11.8 C,-Benzene [ ] Cy~Benzene ] Cy-Benzene » froup are not present in
36,3 Cqo-Benzene » C,-Benzene - - jet-fuel sample
.8 Cyy-Alkene tr - C,~Benzene -
4.8 Cl ,-Alhom tr Oxygenated tr -
aliphatic
3%.2 Cy-Benzene - Cy-Banzene - -
3%.9% Cy~Indan » Ci-1ndsn ] C,~Benzene -
35.8 C;-Benzene L} C,~Banzens [ ]
36,1 - Ozygenated tr < l-uun. [
aliphatic

36.1 - - Cy-Benzene -
36.2 Cyy-Alkane » Cyy-Alhane -
36.5 c“-AIhM tr - c“-unn- -
36.5% C;-Indan 144 - - Obvious “fingerprint™ seen
36.7 Cyy-Alkene [ - - in dowrwind sasple has
37.0 C)j-Alkene [ ] - Cw—Allum ) different components from
37.2 Cy-Bentene L] Co-Benzene - Cip-Alkene [ ] those in the jet-fuel sample
3.4 Cq-Benzene . Cy-Benzene - Cq-Benzene ]
7.6 Cq-Benzene » - Cq-Benzene -
7.6 Cyy-Alkene . - -
7.9 Cy-Benzene - - -
8.2 cz—lonuld-bydc - c,-lcnum [ 3 Cq-Benzene - Pattern recognizable in all
8.5 8-C, -Alkane ] Cy~Alkane [ ] Cyy-Alkane 1 three sasples
9.2 €507 . CyMq? -
9.6 C‘-ll\glﬁ . Cy-Inden [ Cy-Decaltn -
40.0 Cy-Benzene Cy-Senzene L] ~

LA bR Y

Z
ey
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Teble 4.2 (Cont'd)

Downwind Ssmple Upvind Sasple Jet Puel Sseple
Rete: (fon
Tine Compound Peak Compound Peak Coapound Pesk
(mtn} 1dentity Stze Identicy Sise 1deantity Size Comments
U] Cy-1nden - C,-indan | ] -
DR ] Cy-Benzene [ ] Cq-Benzene - - EInhanced 1n downmwind sswple
et Cq-Benzene | Cyhnxom - Cs-lonnna »
4} .0 €y ¥p” - - Cy=~Indan *
41} Cy-Benzene [ ] Cy-Banzene - Co~Banzene -
al.N C”-Alnm » - C”-Alhom -
bal.n Cy-Benzene - C,-Ionnnn 144
41.9 €q-Bengone - Cy-Benzene - Cq-Bensene -
8.2 Cy-Benzens - - Co-Renzene L]
4206 Napththalene L] Naphthalene [ Naphthslene -
NN Cy~Bonzene [ Cy-Bensene - Cy-Benzene -
elan - - Cyz-Alhane -
RN C”-Alunm L] - -
&3,y Ciz-Alkane - - Cyy-Alkane -
«1.3 - C“-Mkom tr -
43,8 - Cy-indan tr -
(R0 - Cyy-Alkane tr -
PRI Cyy-Alkane . - Cia-Alkamwe -
43,7 Cy-Indan ty - Cy-1ndan tr
«).7 Cy-Decatltin tr - Cy-Decalin
et Cyz-Alhane - - Cy2-Alkane .
[T IYY Co-Bencens - Cgy-Benzene tr Cg~Banzene .
ba 6 Cy-Decalin [ ] Cq-Benzene tr Cz-Alkene? .
e .9 Cy-Decalin tr - Cy-Tetralin? ee
45,0 Cyp-Alkene - - Cy2-Alkene tr
! &8.2 Cy-Indan » - Cy-1nden [
48,3 Cy-Banzene ] Cy-Bengene ty Cy-Benzene [ ]
45,3 - - Cz-1ndan ]
LAY Cyy-Alkene tr - Cyy-Alkene tr
45,8 C”-A)un- L] - -
45,8 Cy-1ndan tr - Cy-1nden tr
AS5.8 Cy~Bonzene tr - Cy-Densene tr
46.) n-C g Alkane ] 8-Cjy-Alksne » n-cu-uhm "
L1 chMnn [ ) - -
.7 Co-Benzene - - Ce-Banzene ]
47,0 Co-lenzene L - -~Benzane [
4.0 Cy-Decalin [} - Cy-Decalin a

¢
q
e
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Teble 4.2 (Cont'd)

Downwind Semple

Upwind Sample Jet Puel Sample

Retentian
Time Compound Peak Coupound Peak Compaund Peak
(min} ldentity Stae ldentity Size ldentity Size Comment a
at.8 Cy3-Alkene 1 Cyy-Alkane [34 Ciy-Alkane L]
LR ) Cy-Bengene ty - -
1.7 Cy-Decaitn tr - -
L Cy-Inden tr - -
[N | Cy-Inden [ - -
AR, Cy-Benzene tr - -
AR s Cyz-Cyclosliane . - Cyy-cvclo- »
a ane
8.8 Cy-Indan L ] - Cz-lnd.n .
49,0 Co-Benzene ] - Cy-Benzene »
49,3 Cy-Decalin [ ] - Cy-Decalin te
49,3 Cy-Benzene L) - Co-Benzene tr
49,7 Cy-Bengene tr - C)3~Alkane "
49.9 Cyy-Alhyne [ ] - -
5G.0 Cy-Senzene tr - -
%0.2 - - Cyy~Aluene -
50.Y 2-Methyl " 2-Methyl L] 2-Methy! »
Naphthalene Naphthalene Naphthalene
SN.4 - - leAl\urw L
%0.9% C, )-Alkym [ ] - -
0.7 - - Cyy-Alkyne =
50.9 Cr-Alk? [ - -
51.0 - - Cl-lnd.n tr
1.0 - - C“-Alhnne tr
Si.t C”-Alkm L} 1-Methyl [ ] Methyl 13
Waphthalene Naphthalene
51 .6 Cyy-Alkane - 4 Cyy-Alkene »
51.8 C)y-Alkene - - Ciy-Alkene [
52,1 Ciy-Alkene - - Cyy-Alkene -
32,1 Cy~Indan L] - Cy-1ndan ]
52,4 n-C)y-Alkane ] - n-Ciy~Alkane L]
2.7 Cyy-Alkene » - -
53.0 C)y-Alkens tr - -
$3.2 C;y-Alkane tr - -
$3.3 Cy-inden » - Cy-1ndan tr
33,% Cyy-Alkene [ - Cy4-Alkene tr
$3.7 Cy-Decalin ] - -
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)
Tadle 4.2 (Cont'd)
. . __bownwind Ssmple Upwind Sample Jet Fuel Sample
FeerCon
Time Compound Peak Compound Peak Compound Peak
wir Tdentity Sire fdentiry Sire ldentity S{ze Cossent s
L]
et Cyy-Cvelaalkane - - Cyy Cvclo »
alkane
SaLs C. Tetralin Tt Co-Tetralin tr
‘-‘--': C,-Decalir Ty C,-Decalin Ty
' AL Bipheny tt Biphenyl Ty
. C*-Alk ne - €y ~Alkane ter
sS4, C? Ald'ne ty C‘~Alh"ne tr
e Cyy-Aluane te C?-Alk’ne tr
LR C.-Naphthalene fr -
ALY 4‘;1-Aluvm L] CH-Mkvnc L)
i o (’“—Alhvm' ty -
,. Rl C.,-Naphthalene Tt <‘“-Mkunr C;ﬂuph(hnlrnv L
. ¢ CYV-AlR*ne ‘r C?-Alk ne »
.g' et Uy~ Napht halene a F‘,—anhlhalo-nr » C;,~an‘m halene -
e r.l-vapmh-lvno 1 (,:'\inhhlhlll’ne tr C2~Nuphlhlhno [
) .. n-Cy ~Albane . n-Cy,~Alkane L} n-Cy,-Alkane L
i e Gy aphthalene - - C2~ aphthalene tr
: v Cy-Decalin - C S-Mklnr ]
TN - - C,~Naphthalene [
. [ n-Cpq~Alhsne n-(.l.\_‘Alhnnr L n:CH»Alklno [}
[ Filuorens ] -

Peak slze kev:

M. w®ajor component ‘large prad

w.  ®innl component (seall pesi
tre trace component

intenstty)

1° latge component (moderate peak intensitv:

fhtenefty)
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Table 4.3 Summary of Number of Identified
Compounds by Hydrocarbon Type

Sample
Hydrocarbon Type Jet Fuel Downwind Upwind
Saturated 27 29 21
Unsaturated 39 53 14
Cycloalkanes 4 6 1
Substituted Benzenes 36 45 35
Chliorinated Hydrocarbons 1 2 2
Indans 10 15 5
Tetralins 2 1 0
Decalins 4 9 0
Naphthalenes 8 7 5
Total 130 167 83
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many are due to the relatively low concentrations of components (especfally in
the downwind sampie) that were therefore not readily detected by the
i {nstrument. Thur, while 167 compounds were tentatfvely {dentiffed in the
downwind sample, only half that number were found in the upwind sample,
Computerized analysis of the jet-fuel-sample data {ndicated a total of ahout
450 compounds. However, only 130 were present in sufficient concentration to
be easily identified by manual methods. Some differences were apparent
between the downwind sample and the jet fuel sample. In particular, the peak
pattern already indicated at 36.4 to 38.0 min in these samples is produced hy
different compounds, which demonstrates that using only peak patterns to
ascertain chemical similarities can lead to (incorrect evaluations., The
percentages of the total number of malor compounds identified that correspond
to photochemically active unsaturated hydrocarbons (32%) and henzenes (27%) in
’ the downwind sample are identical to those in the jet fuel sample. In the
upwind sample, the corresponding percentages are 17 and 427, respectively.
Calculation of the peak intensities of the compounds in the jet fuel indicates
that {t consists of 391 unsaturated ring compounds (substituted benzenes,
indans, naphthalenes, tetralins), SI% saturated hydrocarbons (alkanes,
i decalins, cycloalkanes), and 10X unsaturated hydrocarbons (alkenes) by

! welght. Two chlorinated hydrocarbons were identified in the samples,
Surprisingly, tetrachloroethane was not only found in the upwind and downwind
samples, but also in the jet-fuel sample. Dichlorohenzene was found onlyv n

the upwind and downwind samples,

4.5 CONCLUSIONS

The site of the upwind sampler (adjacent to runway 9P, Fig. 4.1) was
selected to preclude the collection of afrcraft emissions and provide an idea
of the background content of the air prior to contamination by aifrcraft
emissions. The fact that the early part (10-35 min) of the upwind-sample
chromatogram appears to contain the same relative concentration of volatile
coaponents as the downwind-sample chromatogram i{s therefore not unusual and is
attributable to hydrocarbons present in the background air. However, most of
these lighter components are also present in the fet fuel sample with similar
peak patterns, indicating that additional sampling 18 necessary to resolve

their origin.

There is no doubt a3 to the source of the components with elution times
of approximately 40-65 min in the downwind sample, since the peak patterns are
nearly identical to those present {n the jet-fuel-sample chromatogram. The
identification of jet fuel as a major component is further substantiated by
the similar percentages of the total number of wmajor compounds identified in
the two samples. The downwind sample contains a high percentage of
unsaturated hydrocarbons and benzenes that apparently originate from the
unburned jet fuel, Thus, this jet fuel appears to have s greater potential to
cause photochemical smog than would & fuel consisting primarily of saturated

hydrocarbons.
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5 AIRCRAFT EMISSION EFFECTS ON PHOTOCHEMICAL SMOG

As indicated in the previous section, the principal wmotivation for
studying hydrocarbon emissions from aircraft is the fact that hydrocarbons are
precursors to the formation of photochemical smog. A detailed quantitative
assessment of these effects for any particular airport necessarily involves a
very significant expenditure of time and effort, substantially greater than
that required for a comparable assessment for some unreactive pollutant. A
summary of what {s involved is given in Sec. 5.1 as part of a qualitative
assessment based upon currently available information. Section 5.2 contains a
disucssion of further research required in order to quantify the effect.

5.1 DISCUSSION

Assessing the {mpact of aircraft emissions on photochemical smog
formation is complicated by several factors that do not exist in the case of
an unreactive pollutant. The ozone criteria document (USEPA, 1978a) contains
an extensive discussion of the current state of our understanding of the
origin of ozone and other substances in the atmosphere that together coamprise
photochemical smog. Ozone 1itself results from the photolysis of NO,, as
described in Secs, 2.2.1 and 3.1.3, and the photostationary state between 04,
NO, and NO, does exist in urban atmospheres to a reasonable degree of
approximation, The presence of trace amounts of various hydrocarbons in
additifon to oxides of nitrogen results 1{n other wmanifestations of
photochemical smog, including, for example, the production of additional ozone
above the amount initially present and the production of a host of other
substances, such as aldehydes, ketones, organic nitrates, and PAN (peroxy-
acetylnitrate) and its analogs, all of which result from oxidation of the
hydrocarbons (Finlayson-Pitts and Pitts, 1977; USEPA, 1978a). The amount of
ozone generated, the time needed to generate it, and the nature of the other
reaction products depend upon, among other things, the specific chemical types
of hydrocarbon present and their concentrations. The chemistry involved is
quite complex, and certain aspects, such as the mechanisms by which higher-
molecular-weight hydrocarbons are oxidized, are poorly or incompletely
understood.

Elevated ozone levels and other photochemical-smog manifestations are
present in plumes downwind from urbanized areas ("urban plumes™). These
plumes are detectable at distances comparable to the total distance that
pollutants can be transported by the wind over the course of a day. In
addition, ozone and other substances can persist overnight and be ready to
initiate further photochemical reactions the next day, with the result that
photochemical swmog episodes can persist for seversl days at a time within a
sultistate area over which the emissions and their reaction products have been
distributed. Thie large-scale multiday aspect of the photochemical smog
problem was only recognized within the last decade,
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From this brief description, it should be clear that quantitatively
characterizing the effect on ozone levels of a certain subset of precursor
emissions, such as those due to alrcraft, 18 a formidable task. Even if the
more limited objective of achieving such a characterization within a specific
urban plume or airshed on a single specific day were adopted, the amount of
effort that is required is clearly substantial. 1In particular, even assuming
that one or more appropriate computer models are available, the complexity of
the chemistry requires that a very extens{ve and detailed emissions inventory
be prepared, including not only aircraft sources hut also all other sources
both stationary and mobile that may contribute significantly, and including
not onlv emissfons of NO and NO, but also those of CO (carbon monoxide) and
especially also those of vartous chemical classes of hydrocarbon (usually at

least four classes are used: alkanes, alkenes, aromatics and aldehydes,
altheuyh In some cases {t may be desirable or even necessary to subdivide
these «titl further), In addition, the computer model must 1{incorporate a

sufficie. iy detailed description of the chemical reactfon kinetics, which
ftselt requires that the various reactions and their rate coefficients be
understood and known; of particular relevance here 18 our result that aircraft
hvdrocarbon emissions are composed to a large extent of unburned jet fuel,
which consists of higher-molecular-weight hydrocarbons than those emitted by
automobiles, for example. Most photochemical models incorporate a simplified
description nf the chemical kinetics associated with the lighter hydrocarbons
emitted by autos and therefore may not be suitable in this application. The
meteorological data requirements, even for a single-day simulation for a
particular urban area, are also quite substantial for most photochemical
models, Boundary and inftial conditions must also be taken into account, and
require the availabilfty of suitable air-quality data. Finally, the
computational burden and facility requirements are significant for most
existing photochemical models. Thus, although the situation {s not hopeless,
the resource requirements for a modeling assessment of the impact of alrcraft
emissions on photochemical smog are substantfally beyond the scope of this
research effort.

1t {s possible, however, to utilize here several published studies of
varfous kinds in order to discuss the potential impact of such emissions. In
particular, the results of previous modeling studies, emission summaries, and
smog-chamber studies all provide relevant information, although a quantitative
assessment for a particular area cannot be made without the kind of effort s
described above,

« f
. Several modeling studies have been published that address the question —i
' 4 ; of aircraft effects, including those of Frame (1978), Duewer and Walton ‘;
R (1978), and Swan and lLee (1980), Of these, the Duewer and Walton paper is the ¥

most useful. Frame's modeling approach does not appear to be suitable for the
problem at hand, and no useful results are included in his drief paper. The
work by Swan and Lee represents A “very preliminary” attempt to use a
meteorological planetary-boundary-layer model for the purpose of making air
quality predictions {in the San Francisco Bay area and, according to the
authors, no quantitative conclu-tions should be drawn,
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Duewer and Walton used one version of the Livermore Regional Air
Quality model (LIRAQ) to examine the effects of doubling or halving the
emissions from commercial-aircraft activities in the San Francisco Bay area.
A considerably more detafled chemical-reaction system was used than in the
other two works mentioned above, and yet the hydrocarbon treactions are more
typical of light than of heavy hydrocarbons. Duewer and Walton also sugpgest
that the neglect of natural hydrocarbon emissions 1{n this {nventory may
represent a substantial omission. Aircraft emissions comprise 2.3X of the
basic (1975) 1inventory with respect to both NO, and HC (hydrocarbons).
Calculations were carried out using meteorological data for one specific day,
chosen because both observational data and previous modeling results had
indicated the conditions to be particularly suitable for ozone formation. In
addition to the 1975 inventory, a projected 1985 inventory was also used as a
basis for examining the sensitivity of ozone levels to aircraft emissions,

Significant local effects on the concentrations of primary pollutants,
aldehydes, and NOZ were predicted in the vicinity of major afrports. This
result 1s certainly understandable, since in the corresponding emission-model
grid cells, aircraft emissions account for more than 50% of the NOx and Hc
emissfons. Local reductions in ozone levels were also predicted, resulting
from scavenging of ozone by reaction with NO. For the 1975-inventory
calculation, ozone concentration Iincreases of a few (up to 3) ppb were
predicted downwind of the major airports when aircraft emissions were
doubled. The effect appeared to be a nearly linear function of the relative
change in aircraft emfssions. For the 1985 inventory, 1increasing aircraft
emissions resulted {n a reduction 1in ozone levels over most of the area
covered by the model. Signiffcant ozone increases were predicted only for a
few downwind stations, mostly in the northeastern part of the modeled
region, This difference is attributed to two significant differences between
the 1975 and 1985 1inventories, First, the ratio of aircraft hydrocarbon
emissions to afrcraft NO,  emissions declined from 1.42 for 1975 to 0.90 for
1985, and second, a similar change occurred in the overall Hc/NOx emission
ration, from 1.45 to 1.07. It is known in general that the Hc/NOx emission
ratio is a significant factor in determining the ultimate amount of ozone
produced,

Two remarks seem to be in order concerning these results: (1) 1t
appears that Duewer and Walton did not do a calculation for 1985 in which the
atrcraft HC/NOx emissf{on ratio was maintained at fts 1975 value, This
calculation would have sfmulated the effect of imposing no additional emission
controls on aircraft, (2) The fact that increases in ozone at downwind sites
were in fact pred{cted may {mply that the time required for maximum ozone
formation may simply have been lengthened by the change '~ the HC/NOx ratio
and the corresponding downwind Jdistance 1s such that 1t lies outside the
modeled domain. In this respect, a model that can follow a plume for some
distance downwind aight have been a more suitable tool for making this kind of
assessment, Overall, the effect of aircraft emissions does not seem large
according to the results of Duewer and Walton, but the 1issue cannot be
regarded as settled.
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\ Another  useful  source of  information s the publiched emfssfon 1
summaries that compare aircraft and other emisctons at varfous levels of

aggregatfon, Although a comprehensive review of suvh wonrces of information
has not heen made, a partial compilation ot recent results appears in Tables
5.1, 5.2, and 5.1%. Table 5.1 summarizes alroratt hyvdracarbon and  NOy
emigsfons at a ftew selected alrports and alr bhases, cxpressed ss percentages
of the total hvdrocarbon and NOy emisstons at the afrport or afr base. These
results  fndfcate  that on  the lacal level, alfrcraft emissions at major
) metropolitan airports account for between 707 and 99% of the total for both
hydrocarbons  and NO The situation ts mixed at air bases, with aircraft
accounting for the vast majority of cmissions at Williams AFB but for a
' sfgnificantly lower percentage at the other afr bases. Table 5.2 gives the
total annual hydrocarbon and NO_ emissions for selected afrports and afr
bases. The total afrcraft emissions at these selected sites vary over nearly
two orders of magnitude, although the major commercial airports each give rise

} to at least several hundred metric tons per vear of hoth pollutants. It 1s
! interesting to note that alrcraft hydrocarbon emissions from Chicago O'Hare
i alone are greater than the combined total for all afrcratt included in Duewer

and Walton's modeling study, and the NO, emissfons are only slightly less than
those for San Francisco. In this context {t would have bheen interesting to
see the results of a calculation for san Francisco in which all afrcraft
emisssions were assumed to arfise from a single airport.

Table 5.3 gives alrcraft emissions as percentages of total AQCR (Air
Ouality Control Region) emissions from all sources. Generally speaking,
alrcraft account for up to 3T of both hydrocarbon and NO, emissions. At this
level of aggregation, however, the results may be somewhat misleading in the
sense that not all the emissions within an area as large as an AQCR will
affect pollutant concentrations 1t the same locations, In assessing the
effect of afrcraft emissfons, one must keep in mind that only those locations
downwind of an airport or air base will be affected on a gilven dav, The
afrcraft emissfons from a given airport or air hase should be compared with
only that part of the other emissicng that have an etfect at the same
locations, In addition, one has to keep in mind that the downwind distance
from a source is an {mportant factor in determining pollutant
concentrati ns, Clearly, an emission comparison such as is mgiven {n Table 5.3
should be considered as a qualitative indicator only. [t might also be
mentioned here that nationwide, aircraft account for 1.22 of the hvdrocarbon
and 0.6 of the NO  emissions (Naugle and Fox, 1981).

i
|
!
!
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A third useful {ndicator of potential aircraft eftects on photochemical -
smog 18 a recent report by Pitts and co-workers at the Cal{fornia Statewide
Air Pollution Research Center contafning the results of an extensive series of
outdoor smog-chamber experiments in which various types of jet aircraft fuel
were characterized with respect to their szone-forming potentfal (Carter et
al., 1981), This research represents the « iv investiygation known to us that
has looked explicitly at photochemica. et <cts arising from the spectific
hydrocarbon mixtures that comprise several commonly used jet fuels, The
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Tinset ARB 49%  69*  Sandys (1978)
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Table 5.2 Annual Alrcraft Hydrocarbon and NO Emissions
at Selected Afrports/Alr Bases

Aircraft Emissions
(metric tons/year)

Afrport/Air Base NO HC Reference

Dulles International 6472 881 Sandys (1978); Shelar (1978)
Minneapolis 464 637 Sandys (1978)

Chicago 0'Hare 41738 R674 Naley and Naugle (1978)

San Francisco* 4818 8220 Duewer and Walton (1978)
Tinker AFB 360 9?2 Sandys (1978)

Davis-Monthon AFB 54 30 Sandys (1978)

Williams AFB 1400 120 Sandys (1978)

*Combined totals for three major bhay-area commercfal airports (San
Francisco, San Jose, and Oakland), three military airfields (Alameda
Naval Afir Station, Moffett Field, and Hamilton AFB) and several general
aviation atrports. Commercial aircraft emissions comprise about two-
thirds of each total.
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Table 5.3 Afrcraft Emiasions as Percentages of AQCR Totals

AQCR Afrport NO HC Reference

Atlanta atl 3.2 3.1 Naugle and Fox (1981)
ATL 2.3 2.1 Patten (1978)

ne all - -
DCA 0.6 0.2 Patten (1978)

Los Angeles all 0.81 1.30 Jordan and Broderick (1978)
LAX 0.5 0.5 Patten (1978)

NY~NJ-Conn all 0,50 0.70 Jordan and Broderick (1978)
JFK 0.3 0.7 Patten (1978)

Chicago all 0.99 0.70 Jordan and Broderick (1978)
ORD 0.6 .0 Patten (1978)

San Francisco all .20 1.60 Jordan and Broderick (1978)
all . 2.2 Duewer and Walton (1978)
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results have special signiffcance from the point of view of this report, since
the major conclusion arrived at on the basis of the measurements described in
Sec. 4 was that the composition of hydrocarbon emissions from queuing aircraft
is essentially the same as that of unburned jet fuel. Thus many of the smog-
chamber results may be taken over more or less directly into the atmosphere.
However, the smog-chamber experiments do not in fact sfmulate faithfully all
the features of atmospheric chemistry, fur several reasons (nor do Pitts and
co-workers claim that they do). 1In particular, the effects of hydrocarbons
emitted by other sources, especially automobiles, are not {ncluded, nor are
the overall effects of dilution and fresh NO, injections, Also, ft is known
that smog-chamber walls act as a free radical source under irradiation with
sunlight or UV light, and these chamber effects are not very well
understood. Nevertheless, the results of Carter et al. are very useful for
understanding the qualitative effects that the rather-high-molecular-weight
hvdrocarbons in jet fuel have on the formation of smog, especially relative to
other fuels, and represent a starting point in the research work needed to
understand the photochemistry of NO, -jet fuel mixtures,

Rather than discuss all the results and conclusions arrived at by
Carter et al., we refer t.2 reader to thefr report. In the context of this
discussion, the two results of greatest significance are (1) that the
reactivity of a hydrocarbon fuel, consisting of a mixture of alkanes and
aromatics, with respect to the rate at which ozone is generated, i{ncreases
with increasing aromatic content, and (2) that the total amount of ozone that
can be formed may not differ greatly from fuel to fuel. In addition to
several types of jet fuel, unleaded gasoline and diesel No. 2 were examined,
and both were found to be more reactive with respect to ozone formation rate
than any of the jet fuels examined. The reactivities correlated well with
aromatic content except for those fuels consisting almost entirely of various
polycyclie €y to Cyy isomers. Such fuels are high-energy fuels developed for
use in various military applications, and all result in only slow formation of
ozone.

The second result cited above indicates, however, that given enough
time, even the unreactive hydrocarbons can ultimately cause the formation f
as much, {f not more, ozone than can the reactive fuels, Carter et al, point
out in addition that the conditions under which optimum ozone formation occurs
differ from fuel to fuel because of the effect of nighttime ozone and NO,
removal., They also note that the types of experiments that were conducted are
not particularly suitable for determining maximum ozone yields, espectially for
relatively unreactive fuels. Carter et al. go on to say that diesel No. 2
clearly forams less ozone, and that it is probable that unleaded gasoline may
also form somewhat less ozone than the other fuels. The implication seems to
be, although it is not stated in soc many words, that the jet fuels examined
all probably form more ozone, albeit after a longer period of time, than does
unleaded gasoline and that this is clearly the case for diesel No., 2, In
other words, aircraft hydrocarbon emissions may give rise to less ozone than
do other emissions on the day of the emission, but they have the potential to
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generate an equal, {f not a greater, amount of ozone than others in multiday
episodic si{tuations,

5.2 FURTHER RESEARCH REQUIREMENTS

Progresa must be made 1in at least two areas before the {mpact of
aircraft hydrocarbon and NO, emissions on photochemical smog production can
begin to be quantified. The first area is that of our knowledge of emission
rates and composition. Additional studies should be carried out {n order to
(a) verify or refute our observation that the composition of hydrocarbon
emissions from queuing and taxiing aircraft {s essentially that of raw jet
fuel, and (b) quantify the emission rates of several classes of hydrocarbon,
including alkanes, alkenes, aromatics, and oxygenated hydrocarbons such as
aldehydes, it may be desirable to consider subclasses as well, the main
criterion being similarity of chemical behavior {in the generation of
photochemical smog. It 18 understood that some of this work is already being
done by other research groups,

The second area in which progress is needed is that of understanding
the various chemical reactions that hydrocarbons of the type in jet fuel and
in jet-enzine emissions undergo In the atmosphere, As discussed 1in the
previous section, a good beginning has been made in this respect, but more
work 18 needed {n order to develop a reaction mechanism that could be
fncorporated into a photochemical smog model, For a detailed 1list of
recommendations along these lines, see the report by Carter et al, (1981).
Experiments favolving w@wixtures of Jet fuel and other Thydrocarbons
representative of automotive emissions would be useful in elucidating the
interaction of aircraft emissfons with urban photochemical smog.

The research goals just mentioned will take sowe time to achieve, and
enough {nformatfon exists now to allow the development of a preliminary
reaction mechanism for heavier hydrocarbons that could be used 1in a
photochemical modeling study. We recommmend that, concurrent with the
fundamental chemical kinetic studies, s8uch a preliminary mechanism be
developed and {ncorporated into a wmodel and that the resulting model be
exercised to obtain estimates of the actual effect of alrcraft emissions on
photochemical smog for single~-day simulations. This type of 1intttal
quantitative assessment would be valuable in providing timely information to

’

’ . FAA and USAF on such impacts and may also indicate the need for specific
. experimental or observational studies to provide data in areas where they are
‘ lacking.
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6 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

6.1 NITROGEN DIOXIDE EFFECTS AND MODELING OF TAKEOFF EMISSIONS

A combined fi{eld-measurement and model-development program has been
carried out to investigate aircraft contributions to ambient NO, and NOx
levels, The ficld measurements were made at one location near a busy runway
at Chicago's O'Hare International Airport over a period of approximately two
and a half months in the fall of 1980, with a (omplete set of measurements of
all varfables being taken once every second throughout the entire perfod. A
large data base has thereby been compiled, suitable not only for the purpuses
of the work reported here but for other possible studies involving jet-
ajrcraft takeof!f events. General data reduction and processing routines have
been developed that facilitate the use of this data base.

Much of the analysis discussed in Sections 2 and 3 could not have been
made without the high sampling rate utilized in this study. In addition to
allowing detalled plume concentration profiles to be determined, the high
sampling rate allowed reasonably accurate corrections to he made for
instrument/sampling system effects such as arise from finite response times
and relative time lags {n concentratfon measurements, In our opinion, the
gain In resolution obtained by Including these procedures was significant. It
ts strongly recommended that in any future field monitoring studies of a
similar nature, similar efforts be made. 1In addition, the high desirability
of redundancy in the monitoring finstrumentation was pointed up when problems
vere encountered in the dynamic calibration system used in calibrating one of
the Nﬂx fnstruments., The presence of another NOx {instrument using a different
calibration procedure turned a serious and program—threatening problem into an
annoying but solvable difficulty.

Several notable results arose from the measured data themselves,
{ndependent of any modeling assumptions. Most of these results were obtained
as part of a general effort to independently check several assumptions that
were lncurporated into the model being developed.

The ambient air measurements of NO, NO,, and 0y were checked for
consistency with the assumption of a photostationary state in the ambient
atmosphere. Although a totally independent verification could not be made
because of the lack of direct measurements of the NO, photodissociation rate
coefficient k,, the data were found to be consistent with the photostationary-
state assumption, as expected from other studies. Equally as important for
the model-validation phase of the program, an empirical expression with which
ky could be estimated from pyranometer data was developed. The expression so
derived was congistent with similar results reported in the literature. The
consistency of the results of the analysis of ambient data and the development
of a method for estimating ky with other results reported in the literature
served also as a valuable check on the data collection, reduction, and
processing procedures,
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The assumption of a photostationary state within aircraft plumes was
also made in the NO, model, and an {mportant result of the fl{eld program was
the verification of this assumption by two different techniques. The first
method involved examining the quantity ¢ = [NO][031/K[N02] ard {ts possible
dependence on the NO, concentration. No significant dependence was found,
tmplving similar values both within and without aircraft plumes. In addition,
the medi{an value of this quantity was near unity, the value expected from the
photostationary-state assumption. Problems can arise with this technique,
however, primarily related to (1) the estimation of [Noz), which must be done
by taking the difference of [NO,] and [NO}, and (2) the facts that ¢ is
intrinsically positive and its expected value {s unity, Measurement errors in
¢ can never amount to less than -1.0 but can be greater than zero by virtually
any amount., Consequently, the results using this method can be biased towards
values greater than one.

The second method of verification was designed to avoid these
difficulties and consisted of computing the average value of the quantity D =
([NOJ/[NOLY) - K/(103] + K) for concentrations measured at the peaks of fifty
individual plumes chosen for analysis, The computed average value was well
within one standard deviation of the expected value of zero, thereby
confirming again the photostationary-state assumption for aircraft plumes.

The ratio of NO, to NO, in direct emissions by jet aircraft was
estimated from NO, NO,, and O, measurements at the peaks of the plumes
referred to above, in combination with the corresponding ambient
measurements. The value found for the ratio of NO to NO, was 0.93 ¢ (10)0.,08,
implying an emission ratio of 7% for NOZ/NOx. This result was found to be
independent of aircraft type, although only Boeing 727s and McDonnell-Douglas
NC-108 were considered. The value obtained in this work agreed closely with
other estimates in the literature, but represented a totally independent check
because of the utilization of measurements involving actual aircraft plumes

rather than direct engine-emission measurements,

The primary goal of the study was to investigate aircraft effects on
local NO, concentrations. Two mechanisms exist whereby aircraft emissions
affect No, levela: direct N02 emissions and chemical reaction of direct NO
emissions with ozone in the ambient air to form Noz. By measuring NO, NO,,
and 04 within a number of plumes, 1t proved to be possible to evaluate the
relative fmportance of these two mechanisms and {ts dependence on the travel
time of a plume since emission. The fraction f of the measured peak NO,
concentration that is due to the NO + 05 reaction is given by f = ({05], -
[0319)/lh02]p, where subsciipts p and a denote peak plume and ambient values,
respectively, Our results showed that for aircraft plumes, f {s approximately
0.3 at a travel time of 40 s, and approximately O.7 at 80 8. Furthermore, f
is expected to lie between 0.9 and 1.0 after approximately 120 e and to
approach the limiting value of 1.0 for longer travel times., These results
were found for rather low ambient ozone levels; the relative importance of
chemical reaction is expected to increase with increasing ozone concentration
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for any given travel time. These results were independent of aircraft type,
only 7278 and DC~10a being considered.

Finally, observed No, and NO, ajircraft-related one~hour dosages were
found to be linear functions of the number of takeoffs per hour, as
expected. Of the 31 one-hour periods examined, the highest aircraft-related
NO, dossge was 250 ppm-s, corresponding to a one-hour average concentration of
69 ppb, and the higheat afrcraft-related NO, dosage was 64 ppm-s,
corresponding to a one-hour concentration of {8 ppb. The linear relationship
between hourly dosage and number of takeoffs supports the approach adopted in
the model, which involves computing the dose due to a single alrcraft of each
type and multiplying by the number of takeoffs of each. The slope of the line
of a plot of dose versus takeoffs per hour {s expected to depend somewhat on
the particular mixture of afrcraft types involved in addition to the location
of the observer. The most prevalent afrcraft on the runway used in this study
were 7278 and DC~-10s; relatively few Boeing 74)s were observed, for example,
and a 747 has 351 more NO, emissions than a DC-10 and 214X more than a 727.
The possibility exists, therefore, for significantly higher NO, and NO,
concentrations to be produced with a different afrcraft mix and, for NO,, with
higher amhient ozone levels,

The mathematical model, which was developed and {mplemented in a
FORTRAN computer program, {incorporates a very general, time-dependent
formulation suitable for evaluating effects from several sources, each
undergoing an arbitrarv set of motions, The current version of the computer
program {ncorporates only a description >f the wmotion of aircraft during
takeoff, and handles only one takeoff event at a time, although the
Reneralization to other modes of activity involving other movements could be
sade with relative ease, The current model predicts bdoth single-plume and
one-houtr average concentrations of NO, and N0y, although again with relatively
minor changes other pollutants such as CO or particulate matter could be
handled as well.

The validation of the model proceeded in two steps. Inttially, the
width and depth of an individual afrcraft plume were expected to grow
proportionally to 12 (Gifford, 1977), where t is the travel time. An
examination of the width of approximately fifty plumes indicated however that
the (horigzontal) standard devistion 0y, varied as Ato' rather than the higher
rate expected from other published results, although considerable scatter
exists in these dsta and it would be highly desirable to examine more data in
order to get a better statistical basis for such an estimate., The appropriate
wodification was made to the model, and the coefficient A was adjusted so that
sodel predictions were on the average in agreement with observations of Op e

Based on the experience with plume widths, tt wa: decided to atteampt to
determine both the plume height and the (vertical) standard deviation o, as
functions of travel time. Due to the functional form of the expressions used
in the model, plume rise and vertical dispersion must be considered jointly.
Also, since measurements wers made at only one location and height, a unique
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determination was {mpossible and several additional assumptions had to be
made, particularly with respect to the functional form used to express the
time dependence and to the expected behavior in certain limiting cases. The
adjustment of the values of several parameters that appear in the equations
was carried out by trial and error in such a way as to cause the model
predictions of peak NO, concentratfons to agree on the average with observed
peak NO, concentrations. This approach was fairly successful for travel times
up to about 100 s, but bheyond this the model still systematically
underprcdicts peak values. Due to budget and time constraints, a more general
optimization procedure making use of substantially more data could not be
developed, although in our opinfon a significantly better parameterization
would result from a more extensive effort 1in this regard. As things now
stand, the optimization of the single-plume model should be regarded as only
partially complete.

Another aspect of this situation 1is that additional independent
experimental determinations of plume rise and both horizontal and vertical
growth as functions of travel time are needed. The method of assessment used
L here, that of optimizing parameters within the context of a particular

dispersion model, i{s not as satisfactory from a acientific point of view as
that of incorporating independently derived expressions.

In addition, several cases were found of individual plumes for which
the back trajectories computed by the method discussed in Sec, 3.1.6 did not
intersect the runway, and 1Indeed could be rather far from fit. Similar
situations were found for a number of the one-hour periods examined in Sec.

. 3.2.1., Systematic deviations from straight-line trajectories are suspected as
the cause of this behavior; in other words, the wind field in the vicinity of
runway 3J2R may not be sufficiently homogeneous for the straightforward
approach used 1in this work, which considers mean trajectories to be
straight. A possible reason for the apparent lack of homogeneity is the
presence of several Air Force alert hangars near the monitoring site. These
hangars are sufficiently large and are located in approximately the right
place to cause the observed behavior. 1t may be possible to correct for this
effect, although no such correction was attempted in this study.

The results of the validation of the multiple~plume version of the

model for the prediction of one-hour dosages and the corresponding one-hour

. : average concentrations were satisfactory, considering the difficulties

discussed above. Graphs of predicted and observed NO, and NO, dosages yielded

acceptable regression lines, and the agreement would be expected to improve if

the single-plume description were improved as suggested above. On the whole,

the model currently tends to overpredict one-hour NO, concentrations by about
172 and one-hour NO, concentrations by about 57X%.

It wmust be pointed out that the validation carried out thus far is
appropriste for locations relatively close to the aircraft that are taking off
and for correspondingly short travel times. Confidence in the wmodel
predictions necessarily declines as the travel time is increased. Additional
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validation studies involving greater distances and travel times are needed to
firmly establish the validity of the model at these distances. Additional
optimization of the single-plume model and/or independent determinations of
plume rise and dispersion should precede any new field program for model
validation, however.

6.2 HYDROCARBON~EMISSION COMPOSITION

The technique utiiized in this study to investigate the composition of
hydrocarbons in the exhaust of jet aircraft consisted of the collection of
sets of ambient samples using a resin to adsord hydrocarbons from air drawn
through it and subsequent analysis using gas chromatography/mass
spectrometry. Each set consisted of two samples, one taken upwind of and one
taken downwind of busy taxiways upon which queues of aircraft often form while
awaiting clearance for takeoff. The exhaust composition was inferred by
examining the differences between the samples.

A total of four different sets of samples were collected for the
purposes of this study, and one sgample of commercial jet fuel was also
obtained for analysis. Due to experimental difficulties, only one set of
samples proved to be suitable for study and only the results of that analysis
is discussed in this report.

One unambiguous conclusion that may be drawn from the analysis 1s that
unburned jet fuel constftutes a major portion of the downwind sample that was
examined. Although the downwind sampler was positioned to maximize the
collection of exhaust gases from queuing aircraft, on that particular day the
upwind sampler had to be positioned on the other side of the airport and
differences between the two samples cannot be unambiguously attributed to
aircraft-exhaust emissions. It 18 possible that evaporative emissions from
fueling or other operations were a significant contributor; even fuel spilled
on the wings of the aircraft and evaporating into the air as the afrcraft
prepared to take off may have contributed. The 1ideantification of a
significant contribution from unburned fuel seems clear, however, from a
comparison of the gas chromatogramg from the two ambient samples with that
from the sample of jet fuel. Patterns that are distinctive i{n the fuel show
up strongly in the downwind sample but not in the upwind sample, and mass-
spectrometric analysis verifies the identity of the constitutents giving rise
to corresponding peaks in the vast majority of cases.

Detailed analysis of the Jet fuel sample reveals a high percentage of
aromatic and unsaturated aliphatic compounds, approximately 5027 by weight.
Aromatics and unsaturated compounds in general are known to be significant
contributors to the production of photochemical swog. The conclusion is that
the fuel examined at least has the potenti{al to have a significaant impact on
smog levels, depending on the overall emission rate at the airport.

el
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Considerably more work needs to be done to draw any firm conclusions
about the composition and effects of alrcraft hydrocarbon emissions, and the
small effort described here can only be regarded as very preliminary. It
would bhe of conaiderable {nterest simply to characterize a large number of
commercial jet fuels {in order to quantify the differences in their
compositions, It is also necessary to obtain sets of samples in which
afrcraft exhaust clearly represents the major cause of any differences between
upwind and downwind samples. With regard to the possibility of identifying
the afrcraft contribution to an ambient sample collected downwind of an
airport, more work needs to be done in simply determining chromatographic
"signatures” for aircraft exhaust as well as for other common hydrocarbon
sources. No clear reason why this identification cannot in principle be made
has heen uncovered.

6.3 EFFECTS ON PHOTOCHEMICAL SMOG

The basis does not yet exist from which to draw firm quantitative
conclusions about the effect of aircraft emissions on the generation of
photochemical smog. Modeling studies to date do not incorporate an adequate
understanding of the atmuspheric chemistry of the heavier hydrocarbons in jet
fuel or jet aircraft emissions, nor have they been used to simulate a
sufficiently long atmospheric residence time. Many questions regarding how a
model should handle multiday situations remain to be answered. Emission
summaries provide 1interesting comparisons of the relative magnitudes of
atrcraft and other emissions but cannot be used to generate a quantitative
measure of their effects. Recent smog-chamber experiments represent a good
beginning to the work that needs to be done to achieve an understanding of the
chemistry {involved, but as vyet have not provided all of the needed
information.

Addit{onal emission measurements are needed to quantify the emissfon
rates of varfous types of hydrocarbons, including aldehydes, and to provide
additional {informatfon on the composition of the hydrocarbon emissions,
Further kinetic studies are essential to elucidate the atmospheric chemistry
of the hydrocarbons {nvolved. Work should be {nftiated on the development of
a suitable chemical reaction mechanism and on {its incorporation into a model
in order that preliminary estimates of ailrcraft effects may be provided and
specific areas of uncertainty identified concurrently with the pursuit of more
fundamental research goals.
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APPENDIX 1}

NO—N02—03 CHEMICAL DYNAMICS IN
HOMOGENEOUS MIXTURES

1t 1is possihle to describe exactly the evolution of a spatially
homogeneous system containing a mixture of NO, NG, , and 0y in afr under the
assumption that the only chemical reactfons that take place are

NO, + 0, BLLARGTHIN 04 (A)

and
NO + n3—__~ N”Z + ”2 (B)

The purpose  of cthis appendix 1is to derive the relevant mathematical
expressians and to examine certain limiting cases, among them the approach to
a photostationary state.

For notat{onal convenlence, denote the concentrations (number
denstities) of NO, by x, of NO by v and of 04 by z, and denote their respective
fnitial values by subscript o's., Denote the difference x - X, by £; then the
stolichiometry of reactions A and B implies that Yo - Y = & = 2z, - z, and that
f.= 0 at time t = 0. These relations {imply that at ary time t > 0, x, y and =

are given by:

x(t) = x  + £(r) (Al.la)
yit) =y, ~ &(0) (Al.lb)
z(t) =z, ~ £(t) (Al.lc)

Assuming that reactions A and B are the oniy reactions that apply, the total
rate of change of the N02 concentration is

d
a% - —kAx + kByz (A).?

where k, and kp are the rate coefficlents for reactions A and B. Substituting
in Eq. Al.2 for x, y, and z ylelds a differential equation for £:

£2 (A1.3)
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in which:
a = ckax, * kgy,zg (Al .ba)
and
B = kpy * kply, + 2, (Al.4b)

Clearlv, 8 > 0 and a can have elther sfign or be zero. Equation Al.} may be
integrated to give F{(t) in terms of the rate coefficfents and f{nttial
concentrations; substitution Into Eqs. Al.la~c) then gives each concentration
as a tunction ot time, The result of integrating FEq. Al.3 is:

ey - 2 (- exp(-ae)] (A1.5)
g ST (B X).~x (-At)
g+ x)P
in which:
v e - sakg)!/? (A1.6)

It can be shown that A is always greater than or equal to zero. For some
purposes, it 1is convenient to have an alternate expression, obtained by
substitution:

u = A/B and o = 38t (Al.7)
() = (;‘E—)(l’u) ‘; = exp(yo)) (A1.8)
“*g [l -(T~7—ﬁ) vxp(-uo)]

The expressinn tor 4(t), Eq, Al.5 or Eq. Al.B, provides the complete solution
to the problem under the assumptions given above and the tacit assumption that
kA and kp are not time-dependent, Several limiting cases are of special
interest, however.

The value of the parameter u characterizes the initial conditions, and
certatn values are of particular interest, For example, the value uy = |
results in £{t) being zero for all t, Phystcally, this corresponds to a
system already in a stationarv state at the beginning, so that no change is
observed fn the various concentrations. This Interpretation is most casily
geen from an alternate expression for u:

2kB 2 1/2
R R & (vozo B Kx() (A1.9)

in which K denotes the ratio kA/kB. If the inftfal rate of N02 loss due to
photolysis (kAxO) exactly balances the inftial rate of NO2 production due to

P it

WP -

¥
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reaction B (ksyozo), the initial state {8 already stationary and no change
occurs. Clearly, if these two expressfons are equal, u = | from Fq. Al.9,

From the definition and properties of X and B, it is seen that u > 0.
Ae Eq. Al.9 indicates, values less than unity correspond to initfal sftuations
that are deficient in NO, (Kx, < y,z,), and values greater than unity
correspond to initial situations in which there {8 excess NO, (Kx_ > y z.).
The limiting case y =~ 0 is somewhat pathologfical in that both numerator and
denominator in Eq. Al.8 approach zero. Accordingly, care must bhe taken in
evaluating the limit, but when this is done the expression for f(t) becomes:

8 1
() = <3§;)<T—;—57;) (u = 0) (Al.10)

Physically, this corresponds to the {nitial situation in which Yo " Zo (equal
inftial concentrations of NO and 03) and in which k, = 0 (zero ambient light
intensity, and therefore no NO, photolysis), This is most easily seen by
observing that these are the only conditfons under which X, and therefore u,
can be zero. A special case of this situation {s that in which both y, and z,
are zero, in which case 8 = 0 also and £(t) = 0 for all t, This corresponds
to the initial presence of NO, only, and in the absence of light, the system
remains unchanged,

The other 1limiting case of specfal {nterest {s that 1{in which t
approaches infinity, The limiting value, denoted by tgg 1n anticipation of
its identification as a steady state value, is given by:

fgs - (2—3;)(1 - W (AL.11)

for all possible values of 8 and u. Substitution of this value into Eq. Al,3,
followed by a small amount of algebraic manipulation, shows that for { = Eggr
dt/dt = 0 and no subr., at change occurs, i.e., a stationary state exists in
which the producti{on and loss rates uf all substances are zero and in which

e«

the concentrations are related by:
(NO) [0,) )
xz . 1.
. x Mo, ] K _ (a1a)
. as can be seen from Eq. Al.Z.

The rate at which the system approaches a stationary stale is of
considerable practical interest. [t can be shown from Eq. Al.8 that after a

sufficiently long time [with £(=) = lim&(t) = £,.):

%ﬁ—-’ A(u) e At (uw> 0) (Als13a)
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where A(u) is a coefficient dependent on u, and

L"’g2.§“) >1 + %ﬂt -1 (u = 0) (AL.13b)

Thus, for u > 0 the stationary state 18 eventually approached exponentially
with a time constant (relaxation t{me ) of Tt = "', For y= 0, a time con-
stant o7 relaxation time in the usual sense cannot be defined, since the
approach to stationary state is never exponential. Fquation Al.6 provides an
expression for 1t ' in terms of the initial conditions. Alternate expressions
for x or 171 are:

A o= 1 - g - 2kB£ss (Al.l4a)
and

Am Tl ek 4 kplyg, *ozgg) (Al.14b)

Expression Al.l4b 18 the one cited in Sec. 3.1.3 of this report. A plot of 1
versus (yo. + z,.) was given in Fig. 3.4.
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APPENDIX 2

DIFFERENT METHODS OF AVERAGING AND COMPUTING
VARTANCES OF WIND VELOCITY VECTORS

Given a horizontal wind velocity vector ¥, denote the (standard
meteorological convention) wind direction angle by 6 and the wind speed by V,
the magni‘ude of ¥. Define a coordinate system in which the positive x-axis
is directed towards the east and the positive y-axis towards the north., Then
the components of ¢ are given by:

Vy=-Vsing (A2.1)

Vy= -V cos 8 (A2.2)

Assume that a sequence of values of 8 and V has been measured, B0 Yy
for f=1 to N, and that it {s desired to compute a mean and variance about the
mean. At least two different procedures may be employed. The first and
simplest is to compute the scalar mean wind speed and direction by averaging
the speeds and directions independently of each other; denoting these scalar
averages by V and 8 we have for V the equation:

ZI-—-

N
Z v, (A2.3)

The mean wind direction (s obtained by averaging the x and y components of a
unit vector {in the direction 0‘ and by obtaining 6 from the average
components. Denoting the average x- and y-components by u, and u,, we have:

x y
PR § (-81n8 ) (A2.4)
% L (-coss) (A2.5)
{
T - can”l(G, /0,0, (A2.6)

The corresponding variances are obtained fn the usual way:

03-;:—2 (v‘-V)2

PPV Iy
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where Ay - 8 must be adjusted, by addition or subtraction of 360°, so that it
lies in the range from -180° to +180°,

The second procedure is far more suitable for use in the analysis of
air-pollutant transport and dispersion because it takes proper account of the
vectorial nature of the wind velocity, The average velocity vector > s
defined by:

<> -

FARS

Y A (A2.9)
i

so that the corresponding x- and y-components may be computed from the
measurements as follows:

\

b=z ; (-V,81n6, ) (A2.10)
1

NAMER 21: (~V,cosd, ) (A2.11)

The vector mean wind speed Vve is by definition the magnitude of <¥>, and ts

given by:

C

Voee = [ D2+ d>§ 1/2 (A2.12)

vec

The vector mean wind direction Eve is by definition the direction of >, and

is given by:

c

D - um“[<V>x / <V>J (A2.13)

The concept of variance in the case of a vector quantity is similar to that in
the scalar case except that the square of the difference between an individual
value and the mean {s replaced by the scalar (dot) product with itself of the
difference between an {individual vector and the mean vector. The vector
difference s given by:

o, =¥, - > (A2.14)

and the total variance o% may be computed from:

2 1 3
o2 N); a¥, . AV,
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) 2 2
-1 ) v, - <\T>x) + (v‘y - <\7>y) (A2.15)

i

It {8 useful to resolve a% into components associated with variations
in velocity parallel and perpendicular to the mean velocity., Figure A2.l
illustrates the situation, In that figure, (Av1)| and (AVy)  denote
components of Aﬂ parallel and perpendicular to <V>. respectively, and 0| and
Gl denote unit vectors parallel and perpendicular to <> so that 4, 4, and 2
(a unft vector in the vertical direction) together comprise a right-handed
Cartesian coordinate system. The parallel and perpendicular components are
given by:

(W), = (a8} cose (A2.16)
(avy), = {ad | sine (A2.17)

The perpendicular comp nent {s also given by the alternate expression

(avi) | = Vysin(8y - 8,,.) (A2.18)
= (v sin8 )cosb,, . ~ (V ,cos® )eind (A2.19)

The tntal variance may be written:

2 1 2,1 2
°r " w ‘L: (A\Il)' + N g(avi) i
- of + 021 (A2.20)

since 0' and 01 sre perpendicular., Expansion of (‘“’1)21 uaing Eq. A2.19 and
substitution into the defintitfon of cf yields:

2w coald 1 2
ol = cos 9vec N ; (Vioina‘)

- 1 2
2cond, . - ¥ ; (V‘cinexco-ei)
o ) 2
+ sin®8 ... g (V‘cme‘) (A2.21)

The total varisnce may also be written, from Bq. A2.15:

2.1 2 2. 2 2
ot “E:(v“w”) () + B
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oY
2 2
oy = 21: v - V’m (A2.22)

Do

Consequently, by evaluating in one psass through the data the suma of the

quantities Vi Vlcouet, thlnet,
vector mean speed and directfion as well as ol nndon

aay be obtained ass the difference bhetween Oy and g

(Viconﬁ‘)z, ;V‘ntnei)t. and V%.inalcooet, thﬁ
may be evaluated, and %
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APPENDIX 3

INSTRUMENT RESPONSE EFFECTS

1f vartations in the value of some measured quantity occur over time
ifntervals shorter than or comparable to the response time of the
fnstrumentation used in the measurements, the output of that instrumentation
will not faithfully reproduce the input. For some purposes, it is necessary
to understand under what conditions such effects can become important and to
know how to make the appropriate corrections. This appendix contains a brief
introductory discussion of some of the simpler aspects of this {ssue; for more
detailed information, the references given at the end of the appendix, or
other texts dealing with communication theory, may be consulted. Kanasewich
(1975) diacusses the subject from the particular point of view of its
application to geophysical asasurements.

Denote the f{nput signal to s measuresent device by x(t) and the output
(the response of the device to the {input signal) bdby y(t). Then, if the
tesponse is linear, y(t) is, in general, given by:

y(t) -[ w(t') x(t ~ t')de’ (A3.1)
0

in which w(t) denotes the instrusent response function and is simply the
instrument response to a wunit impulse (Dirac delta function) input. The
responge function may be found in principle 1f the response to a unit step
tnput i{s known; a unit step fnput is defined by:

0 for vt < 0O
x,at) = (A3.2)
1 fort > 0
For example, 1if the response to a unit step is known to be exponantial:
Yus(t) = | - exp(-t/v) (A3.3)

then:

1 - exp(-t/x) -.l; v(t')xu.(t - t') dt’

Differentiating both sides with respect to t and using the fact that
dix (¢t - t*)]/det = 8(t - t') results in:
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% exp (~t/1) = % ‘ll w(t') &(t - t')dt' ~ w(t) (A3.4)
0
using the properties of §(t - t') and assuming that t > O.
Due to causality, we must require w(t) = 0 for t < O; {.e. the effect

cannct precede the cause. Thus, the response function for such an instrument
is:

% exp(-t/1) t >0
wit) = (A3.5)
0 t <0

Throughout the rest of this brief discussion, it will be assumed that the
response of any device under consideration is exponential.

The total, time-integrated signal {s often of interest also, and it is

desirable to require the time-integrated output to equal the time-integrated
fnput, even {f the individual values are not equal:

J[ y(t)dt -J[ x(t)dt (A3.6)

Integration of Eq. A3.,1 shows that in order to satisfy this relation, we must
require that the response function 18 normalized so that its integral is

unity:
f wit)de = ] (A3.7)
0

This requirement is satisfied by the form given in Eq. A3.S,

Using Eqs. AJ,l and A3.,5, the instrument response to a variety of
special fnput signals can be calculated,

1. Gaussian pulse.

t 1 t - co 2
x(t) - ———— eXp - .i. —T— (A}.s)
/2%g
t -t t -t
1 1 {0\2 o 0
y(t) = ——lexp =i— - erfe | —~— - (A3.9)
2 2 ) T it fs

with the error function erf(z) and complementary error function erfc(z)
defined by:




145
erfc(z) = | - erf(z)
z
erf(z) = ;: exp(—tz)dt
7z JO
t -t
Denote ( = -—1:—43, a = —é}-, and Y(g) = vZwoy(t); then:
/20 Y2t
Y(g) = /;aexpl(o - :)2 - czlerfc(a - ¢l (A3.10)

Figure Al.l1 shows a plot of Y({) versus { for various values of a. As the
figure shows, visible distortion of the input signal (which i8 the same as the
output signal for the limiting value a =« ) begins to occur for a about equal
to five, or for signals with atandard deviations o about equal to 5/71, or
7.071. For narrower signals, the distortion becomes more pronounced. As
implied above, the distortion f{s in principle unimportant {f a time-averaged
signal is the significant quantity, rather than the details of the shape of
the pulse, since Eq. A3.6 is sstisfied (assuming the interval of {integration
is much larger than a).

2, Diffuse unit step increase.

t -t
x(t) --12- 1 + erf( °) -% [l + erf(t.)] (A3.11)
Y61 )

Note that in the limit as o approaches zero, x(t) as given in Eq. A3.ll
approaches the unit step {input xu.(t - to); the quantity o parameterizes the
“diffuseness” of the step.

y(t) = % [x + erf(g) - -L-Y(c)] (A3.12)
a

where Y(7) is the function introduced in the previous example, and a = o//2t
as before.

3. Diffuse unit step decrease.

x(t) = | - (case 2 tnput)
or

(A3.1)

x(t) = % [1 - erf(z)]
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Then y{(t) = 1 - (case 2 output)
or
y(t) = 3|1 - exf() + - ¥(o) (A3.14)
na

The expressions given {n Eqs. A3.12 and A3.14, wmultiplied by scale
factors y, and y_, and augmented by a baseline value y,, were used (n the
analysis of the instrument response experiments described in Sec. 2.1.2 (see
Eqs. 2.4 and 2.5 {n that gection).

It s desirable to have a method for correcting wmeasured dats for
instrument response effects when such effects are signiff{cant. We will be
concerned only with the usual case in which discrete measurements made at
uniform time {intervals are available and are to be corrected. Denote the
times at which measurements were made by ty, the time tnterval by St, and the
corresponding data values by yi- In general, ¥y {s given by:

Yy -f wit') x(t1 - t')de’ (A3.15)

where the lower {ntegration 1limit has been extended to =~-», a valid
manipulation since w(t) = O for ¢t < 0. An important point is that the values
of x(t) for all ctimes earlier than t; contribute to y,. However, the usual
formalism assoclated with the analysis of time sequences deals with
expressions for y, of the form:

Yy ® zk i X (A3.16)

which refers to input signal values at discrete {nstants of time., Equatfon
A1.15 may be put {ato a form that resembles Eq. A3.16 by breaking the
integration interval up into segments of length 6t centered on the points t,,
which are given by:

ty =t + 16t (A3,17)

After some manipulation, the expression for y, given by Eq. A3.15 becomes:
Yy = St {: w(két);i_k (A3.18)

where X, . 1is defined by:
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+1
- 1 w(két + g6t/2) 6t
Xk = 7 f_) [ w(k8t) ] (‘H( - 7)"‘ (A3.19)

and represents a weighted average of x(t) in the tnticval centered on ty_,.
For an exponential response (and only an exponential response), the quantity
in square brackets in Eq. AJ.19 is independent of the index k, and x;_, 18 in
fact a well~defined average value very nearly equal to the arithmetic average
for small values of &§t/1. Assuming an exponential response, yy 18 glven by:

yioo 2w F (A3.20)
k
with
&t St
vy <—; xp(—k-—;) (A3.21)
p
and
+1 /
;i—k - -12—] exp(— % %{) \tl—k - €-6—;-)d£ (A3.22)
-1

If x(t) is constant in the interval around [ FPR then it is easy to show that
;x—k differs from that constant value by a factor depending only on the value
of the ratio &t/1:

x
ik 2t sinh(-g-:-) (A3.23)

The value of the right-hand side is 1.000 exactly for 6t/t = 0, 1.010 for §t/1
= 0.5, 1,062 for St/t » 1,0 and 1,175 for 6t/ =» 2.0.

The above discussion shows that one can obtain only average values of
: x(t) over the sampling interval ét. Given the measurements y, and knowledge
of the response function, it is possible to determine the values ;l-—k by
4 fnverting Eq. A3.20, Reference should be made to Kanasewich (1975) or an
4 equivalent text for a discussion of the various procedures available to carry
.4 out this task. One in effect writes ;k as a linear combination of the yy and
’ determines the coefficients in such a way as to either satisfy Eq. A3.20
exactly or to minimize the error 1{involved. In the case of exponential
response, the result is actually very simple compared to that for any other
realistic response function, and is given by:

- ———— T T T ——




L oh T

149

;k - (3%>lyk - yk_lexp(-Gt/r)l (A3.24)
Equation A3.24 was used to correct the digitized data from the O'Hare study
for instrument response effects using the response times given in Table 2.2,
Sec. 2.1.2, and the sampling interval of (very nearly) one second.
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